Arnold Schwarzenegger
Governor

REAL TIME SYSTEM OPERATIONS
2006 — 2007

Prepared For:
California Energy Commission
Public Interest Energy Research Program

PIER FINAL PROJECT REPORT

Prepared By:
Lawrence Berkeley National Laboratory

Month Year
CEC-500-2008-XXX

ConsorRTium FoR ELECTRIC RELIABILITY TECHNOLOGY SOLUTIONS







Prepared By:

Lawrence Berkeley National Laboratory

Joseph H. Eto

Joseph H. Eto, Manu Parashar and Nancy Jo Lewis
Berkeley, CA 94720

Commission Contract No. 500-02-004

Commission Work Authorization No: MR-041

Prepared For:
Public Interest Energy Research (PIER)

California Energy Commission

Jamie Patterson
Contract Manager

Mike Gravely
Program Area Lead
ENERGY SYSTEMS INTEGRATION

Mike Gravely
Office Manager
ENERGY SYSTEMS RESEARCH

Martha Krebs, Ph.D.
PIER Director

Thom Kelly, Ph.D.
Deputy Director
ENERGY RESEARCH & DEVELOPMENT DIVISION

Melissa Jones
Executive Director

DISCLAIMER

This report was prepared as the result of work sponsored by the California Energy Commission. It does not necessarily represent the views of the
Energy Commission, its employees or the State of California. The Energy Commission, the State of California, its employees, contractors and
subcontractors make no warrant, express or implied, and assume no legal liability for the information in this report; nor does any party represent
that the uses of this information will not infringe upon privately owned rights. This report has not been approved or disapproved by the California
Energy Commission nor has the California Energy Commission passed upon the accuracy or adequacy of the information in this report.




Disclaimer

This document was prepared as an account of work sponsored by the United States
Government. While this document is believed to contain correct information,
neither the United States Government nor any agency thereof, nor The Regents of
the University of California, nor any of their employees, makes any warranty,
express or implied, or assumes any legal responsibility for the accuracy,
completeness, or usefulness of any information, apparatus, product, or process
disclosed, or represents that its use would not infringe privately owned rights.
Reference herein to any specific commercial product, process, or service by its trade
name, trademark, manufacturer, or otherwise, does not necessarily constitute or
imply its endorsement, recommendation, or favoring by the United States
Government or any agency thereof, or The Regents of the University of California.
The views and opinions of authors expressed herein do not necessarily state or
reflect those of the United States Government or any agency thereof, or The Regents
of the University of California.

Ernest Orlando Lawrence Berkeley National Laboratory is an equal opportunity
employer.



Acknowledgement

CERTS performers are grateful for the technical direction provided by The Public Interest
Energy Research (PIER) Transmission Research Program (TRP) and Energy Commission PIER
staff Jamie Patterson, and California Institute for Energy and Environment (CIEE) staff Merwin
Brown, Jim Cole, Virgil Rose and Larry Miller.

Task 2.0 was led by Manu Parashar, Electric Power Group (EPG), with assistance from research
performers Jim Dyer, Simon Mo, Peng Xiao, Jose Coroas, EPG; Ken Martin, Bonneville Power
Administration (BPA), Dan Trudnowski, Montana Tech, and Ian Dobson, University of
Wisconsin. California Independent System Operator (California ISO) advisors for Task 2.0 were
Dave Hawkins, Jim Hiebert, Brian O’Hearn, Greg Tillitson, Paul Bleuss, and Nan Liu.

Task 3.0 was led by Manu Parashar, EPG, with assistance from research performers Abhijeet
Agarwal, and Jim Dyer, EPG; Ian Dobson, University of Wisconsin, Yuri Makarov and Ning
Zhou, Pacific Northwest National Laboratory (PNNL). California ISO advisors for Task 3.0 were
Soumen Ghosh, Matthew Varghese, Patrick Truong, Dinesh Salem-Natarajan, Yi Zhang and
Robert Sparks.

Citation

Eto, Joseph H., Manu Parashar, Nancy Jo Lewis. Consortium for Electric Reliability Technology
Solutions (CERTS). 2008. Real Time System Operations (RTSO) 2006 - 2007. California Energy
Commission, PIER Transmission Research Program. CEC-500-2008-XXX.






Preface

The Public Interest Energy Research (PIER) Program supports public interest energy research
and development that will help improve the quality of life in California by bringing
environmentally safe, affordable, and reliable energy services and products to the marketplace.
The PIER Program, managed by the California Energy Commission (Energy Commission),
conducts public interest research, development, and demonstration (RD&D) projects to benefit C
alifornia.
The PIER Program strives to conduct the most promising public interest energy research by partn
ering with RD&D entities, including individuals, businesses, utilities, and public or private resear
ch institutions.
PIER funding efforts are focused on the following RD&D program areas:

e Buildings End-Use Energy Efficiency

e Energy Innovations Small Grants

e Energy-Related Environmental Research

e Energy Systems Integration

e Environmentally Preferred Advanced Generation

¢ Industrial/Agricultural/Water End-Use Energy Efficiency
¢ Renewable Energy Technologies

e Transportation

Real Time System Operations (RTSO) 2006 - 2007 is the final report for the Real Time System
Operations project (contract number 500-03-024 MR041 conducted by the Consortium for
Electric Reliability Technology Solutions (CERTS). The information from this project contributes
to PIER’s Transmission Research Program.

For more information about the PIER Program, please visit the Energy Commission’s website
at www.energy.ca.gov/pier or contact the Energy Commission at 916 654 5164.
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Report Organization

The Real Time System Operations 2006 — 2007 project consisted of two parallel technical tasks:

e Task 2.0 Real-Time Applications of Phasors for Monitoring, Alarming and Control
e Task 3.0 Real-Time Voltage Security Assessment Prototype Tool

The tasks that are funded under this work authorization represent the third phase of a multi-
project ongoing RD&D activity that is coordinated by the Consortium for Electric Reliability
Technology Solutions (CERTS) for the Energy Commission’s Public Interest Energy Research
(PIER) Transmission Research Program (TRP). Earlier phases of this research were conducted
through an RD&D contract directly with Lawrence Berkeley National Laboratory (LBNL),
Contract # 150-99-003, and through several task orders from the California Institute for Energy
and Environment (BOA#20, Task Order 21, Task Order 24, and Work Authorization # MR-036,
PIER Contract #500-02-004). Additional research on Task 2.0, through a separate subsequent
contract, has been proposed which will build upon the work that was initiated in this work
authorization.

An overview of Real Time System Operations 2006 — 2007 is provided in the Project
Introduction. Additional reporting is organized separately for each technical task.
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Project Introduction

The increased need to manage the U.S. electricity grid more actively in real time is in large part
a result of the ongoing transition from a system operated by vertically-integrated utilities to one
that's operation is coordinated through the actions of a competitive energy market. Markets
have replaced utilities in performing the match between generation and demand, adding to the
operator’s burden of controlling the grid with revised operational responsibilities and more
unpredictable system behavior. This transition has confronted system operators with dramatic
changes from past practice, including unregulated generation owners and market participants
engaging in increased volumes of energy trades over large distances. To meet these new needs
operators have had, until now, only the previous generation of grid management tools, which
were designed for a centrally planned and controlled system whose relatively predictable
conditions did not require the kind of minute-by-minute decision making demanded by today’s
electricity markets. In fact, the traditional approach was to analyze, months in advance, a few
contingencies for a handful of selected peak load conditions, ignore other periods and
contingencies, and then set conservative operating limits for the system. The increasing
incidence of not only managed and unmanaged power outages but also transmission
congestion, energy price spikes, frequency abnormalities, and voltage degradation on today’s
grid makes it clear that the traditional management tools and approaches must now be
enhanced.

The best strategy for new analytical tools development is to equip system operators with better
real-time information about actual safe operating margins so that they can better manage the
system within its true limits. Such tools need to analyze geographically dispersed events in real-
time. This requires using time-stamped data to combine information collected over wide areas
for dynamic system analysis to inform dynamic response through automatic system controls
and operator alarms. Analytical tool development is challenged by the system complexity
caused by the thousands of components, and the multitude of operating conditions created by
minute-to-minute changes in demand, generation, planned and unplanned equipment outages,
and market participant actions.

The strategic direction the Energy Commission has sponsored for this research includes: (1)
enhancement of tools that obtain and translate real-time data for analysis and operator actions;
(2) better system dynamic models; and (3) improved understanding of system parameters (e.g.
loads and generators) during system emergencies. The new tools collect and analyze a myriad
of data from multiple sources, rapidly calculate the risk of system failure, and translate the
information into multi-view graphic displays that allow operators to quickly grasp grid
conditions and take action to address emerging problems. These tools and technologies will set
the stage for a future smart, switchable electricity grid that will be able to automatically sense
and respond to system emergencies.

The objectives of this project were to research, develop, test and evaluate prototypes for new,
first-of-a-kind real-time software tools that support reliability management by California
Independent System Operator (California ISO).



The overall goals of this project were to:

Improve the reliability and quality and cost/value of California’s electricity through the use of
new and better real-time operational tools.

Improve the energy cost/value of California’s electricity.

e Research, develop, test and evaluate the operational performance of two new prototype
real-time operational tools to meet California ISO specifications.

¢ Initiate the transfer of these prototypes to a vendor selected (and paid for) by California
ISO for implementation as production-grade operating tools

e Communicate research results to California utilities, Bonneville Power Administration
and other entities involved in the Transmission Research Program (TRP).

The tasks that were funded under this work authorization represent one phase of a multi-
project ongoing RD&D activity that is being coordinated by the Consortium for Electric
Reliability Technology Solutions (CERTS) for the Energy Commission’s TRP. Earlier phases of
the PIER sponsored research were through an RD&D contract directly with Lawrence Berkeley
National Laboratory (LBNL) under PIER Contract # 150-99-003, and through several task orders
from the California Institute for Energy and Environment (BOA#20, Task Order 21, Task Order
24, and Work Authorization # MR-036, PIER Contract #500-02-004). Additional research through
a separate subsequent contract has been proposed to build upon the work initiated on Task 2.0
in this work authorization.

Tasks and deliverables described below refer solely to accomplishments that have been
completed under the funding for this work authorization.



Abstract

The Real Time System Operations (RTSO) 2006-2007 project focused on two parallel technical
tasks: (1) Real-Time Applications of Phasors for Monitoring, Alarming and Control; and (2)
Real-Time Voltage Security Assessment (RTVSA) Prototype Tool. The overall goal of the
phasor applications project was to accelerate adoption and foster greater use of new, more
accurate, time-synchronized phasor measurements by conducting research and prototyping
applications on California ISO’s phasor platform - Real-Time Dynamics Monitoring System
(RTDMS) — that provide previously unavailable information on the dynamic stability of the
grid. Feasibility assessment studies were conducted on potential application of this technology
for small-signal stability monitoring, validating/improving existing stability nomogrames,
conducting frequency response analysis, and obtaining real-time sensitivity information on key
metrics to assess grid stress. Based on study findings, prototype applications for real-time
visualization and alarming, small-signal stability monitoring, measurement based sensitivity
analysis and frequency response assessment were developed, factory- and field-tested at the
California ISO and at BPA. The goal of the RTVSA project was to provide California ISO with a
prototype voltage security assessment tool that runs in real time within California ISO’s new
reliability and congestion management system. CERTS conducted a technical assessment of
appropriate algorithms, developed a prototype incorporating state-of-art algorithms (such as
the continuation power flow, direct method, boundary orbiting method, and hyperplanes) into
a framework most suitable for an operations environment. Based on study findings, a functional
specification was prepared, which the California ISO has since used to procure a production-
quality tool that is now a part of a suite of advanced computational tools that is used by
California ISO for reliability and congestion management.

Key Words: Electricity grid, reliability, real-time operator tools, time synchronized phasor
measurements, voltage security.
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1.0 Task 2.0: Real-Time Applications of Phasors for
Monitoring, Alarming and Control

1.1. Executive Summary

Introduction

Electric industry restructuring in California has led to the formation of larger control areas with
correspondingly larger areas of reliability oversight, as well as increased energy transactions
over long, region-wide transmission paths. These developments have introduced greater
uncertainty into real-time grid operations, which, in turn, have led to the need for better real-
time information on actual conditions that can supplement traditional operating guidelines
based on off-line studies. Currently, control areas depend on static nomograms produced from
off-line simulations conducted several months before the operating season to manage power
flows on critical transmission paths. Because actual operating conditions may differ
significantly from those assumed in preparing the off-line simulations, the California
Independent System Operator (California ISO) system is operated without complete
information on adequate reliability margins. To help the California ISO make more accurate
and timely assessments of grid instabilities, the Consortium for Electric Reliability Technology
Solutions (CERTS) project team enhanced a monitoring, alarming, and control tool —the Real-
Time Dynamics Monitoring System (RTDMS)—with phasor technology, creating the first
prototype tool to provide the California ISO with real-time information about the dynamic
stability of the grid.

Purpose

This is the third phase of a multi-year research activity through which CERTS developed real-
time phasor technology-based tools that will provide operating staff with previously
unavailable information on the dynamic stability of the grid. The goal is to foster and expedite
the adoption of new, more accurate time-synchronized phasor measurements by California ISO
and Bonneville Power Administration (BPA) reliability coordinators and control area operators,
as well as by California and Western Electricity Coordinating Council (WECC) utility
transmission dispatchers. The project significantly leverages companion efforts, also managed
by CERTS for the DOE, to promote the use of phasor measurements nationally. For this project,
prototype versions 4, 5, and 5.5 of the CERTS Real-Time Dynamics Monitoring System
(RTDMS) were developed and delivered for testing and feedback from the California ISO and
Bonneville Power Administration (BPA).

Project Objectives

The main objective of Task 2.0 was to research, develop, and factory- and field-test prototypes
for several California ISO phasor applications, with project oversight provided by the California
ISO. Additional objectives included performing RD&D for an enhanced real-time monitoring
tool (i.e., an expansion of a current phasor monitoring application); conducting a feasibility
assessment studies, obtaining results from testing new algorithms driven by phasor
measurements, developing new prototype applications implementing these algorithms and
preparing a project research report on these results; and providing PIER and California utilities



with technical research and development support, including technical and system integration
support for utility projects, research roadmaps, Western Electric Coordinating Council (WECC)
coordination, and North American Synchrophasor Initiative (NASPI) liaison.

Project Outcomes

To complete Task 2.0 objectives to research, develop, and factory- and field-test prototypes for
several California ISO phasor applications, the CERTS team conducted feasibility assessment
studies on utilizing phasor measurements to validate and improve existing stability
nomograms, evaluated small-signal stability monitoring algorithms, conducted frequency-
response analyses, and obtained real-time sensitivity information on grid-stress directly from
phasor measurements.

These rigorous RD&D studies enabled the CERTS project team to successfully develop
prototype applications offering a rich set of features for wide-area monitoring and analytics,
which were factory- and field-tested at the California ISO and at BPA. For example, significant
improvements were made to the RTDMS Visualization, version 4, including the incorporation
of innovative visualization techniques to deal with screen clutter and information overload, and
a dashboard display that uses easy-to-grasp signals akin to traffic-lights (i.e., green, yellow, and
red), to provide information on the status of the overall system. For the RTDMS Visualization,
version 5, visualization and navigational features were improved through data from algorithm
research and end-user feedback. For offline analysis of frequency response, the Event Analyzer
prototype was developed. In addition, the CERTS team also developed two new dedicated
displays for measurement-based angle sensitivity and voltage sensitivity (incorporated into
RTDMS version 5.5) as key indicators of grid-stress and proximity to instability. These
advanced real-time applications, while they still remain research prototypes, have been
migrated onto the California ISO’s production-grade hardware and into its control room, are
now an integral and growing part of the California ISO’s real-time operations and decision-
making processes.

Conclusions

The CERTS project team’s efforts to develop phasor applications for real-time monitoring,
alarming, and control and test prototype applications on the RTDMS platform has led to the
California ISO’s adoption of time-synchronized phasor measurements for real-time applications
in the Western Interconnection. Not only has the California ISO adopted CERTS’ prototype real-
time phasor applications, it has now made significant investments in the underlying hardware
and supporting maintenance practices to host the prototypes and enable needed future research
to develop functional specifications to enable acquisition of commercially-supported,
production-quality tools.. The infrastructure that now supports the RTDMS prototype
applications now meets California ISO production-quality standards and resides on the
California ISO’s secure network, where it operates very reliably, with over 90 percent of the
devices reporting 99 percent data availability, and no system downtime.

The CERTS project team designed RTDMS to meet the California ISO’s need for real-time
monitoring, alarming, and control, through features such as wide-area monitoring and
analytics. Wide-area monitoring will allow operators to evaluate stability margins across critical



transmission paths, detect potential grid instabilities in real time, and mitigate these problems
through the system’s manual or automatic controls. The system may also be used to improve
state estimations and to determine the optimal location for additional phasor measurements.
The first of its kind, the system will facilitate technical exchange, collaboration, and resource
leveraging with companion phasor measurement-based activities supported by the operating
entities and DOE throughout North America, and may lead to further developments in
advanced real-time control applications.

Recommendations

The CERTS project team recommends continuing RD&D for prototype applications towards
development of functional specifications that California ISO can use to acquire production-
quality tools from commercial vendors. The CERTS project team also recommends continuing
efforts through the WECC to expand and link phasor measurement units across the entire
Western Interconnection.

Benefits to California

The enhanced reliability of the California ISO and the Western Interconnection benefits
California by providing reliability coordinators and control area operators with the latest
advances in phasor measurement applications. Specifically, these applications will both
improve transmission loadability from the point of view of transient stability and also help
operate the system within safe regions.

1.2. Introduction

Task 2.0 had three overall goals: 1) accelerating adoption and fostering greater use of new, more
accurate, time-synchronized phasor measurements by California SO reliability coordinators and
control area operators, as well as by California and BPA utility transmission dispatchers, 2)
providing these real-time operators, starting with California 1SO, with previously unavailable
information on the dynamic stability of the grid, which in the long run may also provide the basis
for the introduction of a new generation of automatic grid controls, and 3) providing technical
support and assistance in coordinating phasor applications being researched and developed by
California investor-owned utilities.

1.2.1. Background and Overview

California ISO’s traditional security-assessment approach, which is based on Supervisory
Control and Data Acquisition (SCADA) data and off-line model-based studies conducted long
in advance of real time operations, is becoming increasingly unrealistic for real-time operations
because it cannot fully anticipate all the conditions that operators may encounter. New
technologies, which rely on accurate, high-resolution, real-time monitoring of actual (not
modeled) system conditions, are needed to support the California ISO’s real-time operations.
These new tools and systems will enhance the California ISO’s ability to monitor, assess, enable,
and, ultimately, automatically take necessary control actions to prevent or mitigate problems in
real time.

Applications of phasor measurements will provide the real-time operating staff with previously
unavailable, yet greatly needed, tools to avoid voltage and dynamic instability, and monitor



generator response to abnormal significant system frequency excursions. Perhaps of equal or
greater importance, the measurement infrastructure will provide the California ISO, in the near
term, with an alternate, independent real-time monitoring system that could act as an end-of-
line backup for failures affecting California ISO’s current SCADA/Energy Management System
(EMS); in the long term, it will also become a key element for enabling advanced real-time
control with the California ISO’s next-generation monitoring system.

Phasor measurement technologies are a leading example of a new generation of advanced grid
monitoring technologies that rely on high-speed, time-synchronized, digital measurements.
These characteristics are essential for monitoring real-time grid performance, validating (or
replacing) off-line nomogram studies, providing advance warning of potential grid instabilities,
and, ultimately, enabling the development and introduction of advanced automatic grid control
approaches such as adaptive islanding. (Adaptive islanding is the automated reconfiguration
and separation of the power system into self-contained electrical “islands” as a preventative
measure to avoid cascading outages and major blackouts.)

The first research-grade demonstration of phasor technologies was undertaken by the
Department of Energy (DOE), the Electric Power Research Institute (EPRI), BPA, and the
Western Area Power Administration (WAPA) in the early 1990s (J. F. Hauer, etal. 1999). The
investment was paid in full when data recorded by the system was effectively used to
investigate causes of the major 1996 West Coast blackouts. DOE has continued to support
outreach for these technologies, and has provided technical support to the Western Electricity
Coordinating Council (WECC) committees that rely on these data for off-line and model
validation reliability studies. PIER has supported installation of an initial data connection and
workstation to support off-line analysis by California ISO staff in 2002. In 2003 and 2004, PIER
supported the deployment of a real-time application using phasor technology —a phasor-data
link to BPA and WAPA for real-time data—to monitor actual grid conditions (J. Eto, et. al.
2007).

In July 2004, the CERTS Program Review Committee recommended that the Energy
Commission and the California ISO continue research, development, and application of this
technology. Research focused on determining (1) the appropriate phase angles, rates of phase
angle changes, associated ranges around these quantities, including appropriate boundaries or
thresholds, and recognizing inescapable uncertainties for various locations in the system; (2) the
actions that operators or automatic control equipment should take if there are major deviations;
and (3) the desired location for additional phasor monitoring equipment around the WECC.
This approach, developed in conjunction with California ISO staff, introduced phasor
information to operators, and allowed the CERTS project team to work closely with them to
modify and enhance the applications (including training) to increase their confidence in the new
real-time application to support their day-to-day activities (CERTS 2007).

During 2004 and 2005, the phasor visualization prototype Real-Time Dynamics Monitoring
System (RTDMS), which was initially developed as a stand-alone application, was transformed
into a phasor technology research and development platform. The prototype’s underlying



functionalities complied with the long-term goal to use phasor technology for wide-area
monitoring, alarming, and control (CERTS 2007).

Additionally, in July 2005, CERTS worked with the California ISO to formalize and relate prior
and planned phases of the research into a single RD&D roadmap (Figure 1). The roadmap
identified three research tracks: (1) input data requirements, (2) applications research and
development, and (3) system integration and support. Each track has been implemented in
three phases, which are described below:

The first phase established the initial starter phasor network, and built the prototype
visualization and monitoring capabilities providing real-time, wide-area visibility to the
California ISO operators and Reliability Coordinators. This application included long-term
archiving of frequency data collected from the phasor network at high-, sub-second resolution
to meet the North American Electric Reliability Corporation / Western Electricity Coordinating
Council (NERC/WECC) disturbance monitoring requirements. Support was provided to each of
the three California utilities on an as-needed basis. Each utility identified a pilot project to
demonstrate phasor technology to address their utility-specific problems. During this phase,
Southern California Edison (SCE) expressed its interest in local remedial action controls with
phasors; San Diego Gas & Electric (SDG&E), its desire to use phasor measurement unit (PMU)
measurements to improve the state estimation results; and PG&E, its interest in monitoring
critical paths via PMUs.

The second phase expanded the phasor network coverage by incorporating PG&E’s PMU
measurements into the network as well as new PMU installations with the BPA and SCE
footprints; improved the visualization and monitoring capabilities on the RTDMS platform
(e.g., real-time alarming, event detection and capture); evaluated possible advanced
applications that could be developed on the platform for wide-area security assessment
(WASA); and continued supporting the California utilities” on their pilot projects. In 2005, the
CERTS project team formulated a survey to gather industry experts’ comments, suggestions,
and recommendations for the WASA, and found that the majority of respondents agreed that
the use of phasor measurements for modal estimations to assess small-signal stability was an
ideal first step towards achieving the WASA project objectives.

During the third phase, which is the subject of this report, research was conducted to assess the
feasibility of using phasor measurements for a variety of advanced applications including
small-signal stability monitoring, frequency-response assessment, new measurement-based
sensitivity metrics, stability nomograms using phasors, and event identification and
classification. Many of the applications have also been prototyped on the RTDMS platform
(e.g., small-signal stability monitoring, voltage sensitivity monitoring) and factory-tested by the
RD&D team, and have undergone field trials at the California ISO and BPA.

During the next phase of this task, currently under discussion with the Energy Commission,
research is expected to lead to development of functional specifications that will describe the
design, functional, and visualization requirements for commercial-grade tools.
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1.3. Task Objectives

The objective of this task was to research, develop, factory- and field-test prototypes for several
California ISO phasor applications in close coordination with, and with oversight provided by
California ISO.

The original Task 2.0 objectives, taken from the contract, were to:

e Perform RD&D for an enhanced real time monitoring tool (the functional expansion of
current phasor monitoring application) to include:

1. Real Time Dynamics Monitoring System (RTDMS) Visualization version 4 with
dashboard display, clutter management, trending and reporting;

2. RTDMS Small Signal Stability Monitoring application prototype development,
factory-, and field-testing, and production quality commercial functional
specification;

3. RTDMS Wide-Area Real Time Control applications prototype development,
factory-, and field-testing and production quality commercial functional
specification;

4. RTDMS Frequency Data Collection and Analysis System prototype development,

factory-, and field-testing, and technical support for integration with California
ISO system; and

5. RTDMS Frequency Response and Sensitivity Analysis application, prototype
development, factory, and field-testing.

e Prepare a Feasibility Assessment Studies Report to include, but not be limited to, a
feasibility assessment and initial scoping for development of a prototype tool for
pattern/signature recognition.

e DPrepare an Algorithm Results Report for the applications of items 1, 2, 3, & 4 above

e Prepare Production-Quality Functional Specifications for the applications of items 2 & 3
above

e Provide technical research and development support to PIER and California utilities for
phasor applications including technical and system integration support for utility
projects, research roadmaps, WECC coordination, and EIPP Liaison.

e Prepare the Phasor Applications Project Research Report. This report shall be a
summary that includes, but is not limited to, research performed on real-time
applications of phasors, research support and coordination.

Principal evidence that objectives of this project have been met:
The CERTS team performed the following RD&D to enhance the real time monitoring tool:

¢ RTDMS Visualization version 4 incorporated innovative visualization techniques to deal
with screen clutter and information overload. A dashboard display was developed that
uses easy-to-grasp visuals based on traffic lights (i.e., green, yellow, red) to provide
information on the status of the overall system.



e RTDMS Visualization version 5 incorporated visualization and navigational
improvements based on algorithm research and end-user feedback.

e PDC to Plinterface for Phasor and Frequency Data Collection and Analysis within
California ISO’s pre-existing, commercial-grade PI Historian tool, which is linked to the
California ISO’s EMS

e In RTDMS version 5.5, the CERTS team developed two new dedicated displays for
measurement based angle sensitivity and voltage sensitivity (i.e. measurement-based
Sensitivity Analysis). An RTDMS Event Analyzer prototype tool was also developed to
assist with post-disturbance assessment functions such as frequency Response Analysis.

RTDMS Visualization (versions 4, 5, and 5.5), RTDMS Small-Signal Stability Monitoring, and
RTDMS Event Analyzer (Frequency Response) prototype applications for an enhanced real-time
monitoring tool have been installed and tested at the California ISO. These real-time
applications have been migrated by California ISO onto production-grade hardware, and, while
they remain research prototypes, they are now being used in the California ISO control room
where they are rapidly becoming an integral part of real-time operations, and the decision-
making processes.

The Phasor Feasibility Assessment and Research Results Report, which is attached as Appendix
A to this report, includes the Feasibility Assessment Studies Report, the Algorithm Results
Report, and the Phasor Application Project Research Report.

The CERTS project team held discussions with Southern California Edison (SCE), San Diego
Gas & Electric (SDG&E), Pacific Gas & Electric (PG&E), and the California ISO to determine
how best to support their research and development needs. CERTS then provided assistance
and support to California utilities in their efforts to (1) use phasor measurements to control local
remedial actions, (2) improve state estimation, and 3) monitor critical paths. CERTS also
provided technical assistance to the California ISO in preparing their multi-year research
roadmap, which included the North American Synchrophasor Initiative (NASPI) collaboration
and knowledge exchange, the formation of the WECC Wide Area Measurement Task Force
(WAMTF), and increased collaboration with industry and academic experts.

1.4. Task Approach/Methods

The task approach involved research on the third phase of each of the three project tracks
identified in Figure 1: (a) input data requirements, (b) applications research and development,
and (c) system integration and support. Key highlights of the phasor applications project
research report entitled Feasibility Assessment and Research Results Report (see Appendix A,
Phasor Feasibility Assessment and Research Results Report) are summarized below.

Real-Time Dynamics Monitoring System (RTDMS) Visualization version 4 with dashboard
display, clutter management, trending and reporting

The CERTS project team met with California ISO staff to identify requirements for RTDMS
version 4. The CERTS team then developed a prototype that featured dashboard displays,
clutter management, trending and reporting functions, and factory-tested the application before



installation at California ISO for field-testing and feedback. During the feedback phase,
additional functionalities were discussed with the California ISO.

RTDMS Small Signal Stability Monitoring application prototype development, factory-, and
field-testing, and production quality commercial functional specification

The CERTS project team met and collaborated with BPA and California ISO to discuss
algorithms and framework for the small-signal stability monitoring application. The project
team then worked on the algorithms and developed the application based on these algorithms.
The application was then factory-tested before it was installed at both the California ISO and
BPA for field-testing and feedback. During the feedback phase, additional functionalities were
discussed and incorporated into the application.

RTDMS Wide-Area Real-Time Control applications prototype development, factory-, and
field-testing, and production quality commercial functional specification

Based on the feasibility assessment study completed in an earlier contract, 500-02-004, the
CERTS project team met with the California ISO to develop the use of phasor technology to
enhance stability nomograms. The project team then investigated methodologies for improving
and enhancing the existing operation nomograms with phasor measurements. During follow-
up meetings with Dave Hawkins and Nan Liu from the California ISO, the project team was
directed to focus its efforts on the small-signal stability monitoring application. Resources were
therefore redirected to conducting research and developing this higher-priority application.

RTDMS Frequency Data Collection and Analysis System prototype development, factory-,
and field-testing, and technical support for integration with California ISO system

The CERTS project team met with California ISO to discuss the architecture and definitions of
the RTDMS Frequency Data Collection and Analysis System application. The project team then
developed, factory-, and field-tested the application to allow users to save frequency data in the
California ISO's PI Historian, a commercial- grade production database that resides on the
California ISO EMS.

RTDMS Frequency Response and Sensitivity Analysis application prototype factory and
field testing

The CERTS project team met with the California ISO to discuss requirements for the RTDMS
Frequency Response and Sensitivity Analysis application. The project team then developed,
factory-, and fielded tested the new RTDMS Event Analysis application incorporating frequency
response analysis capabilities, and additional sensitivity analysis displays within RTDMS
version 5.5.

Prepare a Feasibility Assessment Studies Report

The CERTS project team conducted research and evaluated the feasibility of using phasors by
performing an extensive on-line literature review of all known existing publications on phasor
technologies and applications. In addition, the project team consulted with university
professors at Washington State University, the University of Wisconsin, Rensselaer Polytechnic



Institute, and Montana Tech, and with staff at the California ISO. The feasibility assessment
studies report was written and incorporated into the Phasor Applications Project Research
Report.

Prepare an Algorithm Results Report

Based on the findings from the feasibility assessment studies it had conducted earlier, the
project team evaluated possible solutions to address the feasibility of using phasors to (1)
improve stability nomograms; (2) monitor small-signal stability; (3) measure key sensitivities
related to voltage stability or dynamic stability; (4) assess interconnection frequency response;
and (5) apply graph theory concepts for pattern recognition. The project team wrote algorithms
conduct tests of these solutions using data provided by the California ISO. The algorithm
results were incorporated into the Phasor Applications Project Research Report.

Prepare the Phasor Applications Project Research Report

The CERTS team summarized Task 2.0 research in the Phasor Applications Project Research
Report. See Appendix A, Phasor Feasibility Assessment and Research Results Report, which
includes the feasibility assessment study and algorithms results.

Prepare Production-Quality Functional Specifications for the Small Signal Stability
Monitoring and RTDMS Wide-Area Real-Time Control applications

If the California ISO agreed that the research had advanced sufficiently, the CERTS project team
was to next develop the functional specification for a production-quality small-signal stability
tool. In March 2007, the California ISO directed CERTS to perform additional research on this
application, and not to prepare the production-quality functional specifications at this stage of
development.

Provide technical research and development support to PIER and California utilities for
phasor applications including technical and system integration support for utility projects,
research roadmaps, WECC coordination, and EIPP Liaison

CERTS provided assistance and support to (1) SCE in its use of phasor measurements for local
remedial action control, (2) SDG&E in its use of phasor measurements to improve its state
estimator, and (3) PG&E’s in its use of phasor measurements to assist in monitoring critical
paths. CERTS also provided technical assistance to the California ISO in preparing a multi-year
research roadmap, which included NASPI collaboration and knowledge exchange, the
formation of the WECC-WAMTFE, and increased collaboration with industry and academic
experts.

1.5. Task Outcomes

The project team completed research on the third phase of each of the three project tracks
identified in Figure 1: (a) input data requirements; (b) applications research and development;
and (c) system integration and support. This summary reviews key finding and highlights
derived from a separate appendix that provides greater technical detail on each of these
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accomplishments. (See Appendix A, Phasor Feasibility Assessment and Research Results
Report).

With respect to input data requirements, CERTS utilized and expanded the current WECC and
California ISO phasor infrastructure as the input data source for the real-time applications.
Then, when C37.118 became the approved Institute of Electrical and Electronics Engineers
(IEEE) standard for real time streaming phasor data, the RTDMS platform was adapted to
support this new format. Finally, as discussed below, RTDMS version 5 included development
of an interface to the California ISO’s PI Historian, which provides a bridge for phasor data to
migrate into other applications that reside on California ISO’s EMS

With respect to applications research and development, the key accomplishment of the project
was development, factory-testing, installing, and field-testing of RTDMS versions 4, 5, and 5.5 at
the California ISO. Prior to each development cycle for an enhanced version of RTDMS, a
prototype functional specification document was provided to the California ISO for its review
and feedback. Comments from the California ISO were then incorporated into each version.

The CERTS project team worked closely with the California ISO operations staff to solicit their
input on enhancements to expand the visualization, monitoring, and alarming capabilities of
the RTDMS platform. The RTDMS Visualization version 4 included dashboard display, tiered
visualization architecture to manage display clutter, and long-term trending capacities (Figure
2). RTDMS Visualization version 5 included visualization and navigation improvements based
on operator feedback, PDC-PI interface for archiving data into California ISO’s PI historian and
reporting services. RTDMS Visualization version 5.5 included measurement based sensitivity
displays.

In addition, the first ever small-signal stability monitoring prototype application was
developed. This application assesses the stability of low frequency inter-area oscillations in
real-time, and from data captured under ambient system conditions. This tool has the ability to
display dynamic activity using spectral waterfall plots, and to trace mode estimates, both their
characteristic frequency and damping properties, using visuals geared towards a real-time
operations environment.

Preliminary work was completed on the RTDMS Wide-Area Real-Time Control, but at the
California ISO's request, resources were redirected to developing other higher-priority
applications.

The successful completion of these tasks was made possible by off-line analyses and research
conducted by the CERTS project team in consultation with California ISO staff, feedback from
operators on the usability and usefulness of the information provided by the network, and the
means developed to present the information. These interactive processes continued in direct
parallel with the delivery of specific functionalities and prototype displays.
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Figure 2. RTDMS Situational Awareness Dashboard

12



With respect to systems integration and support, the CERTS project team supported the
California ISO in its migration of the RTDMS platform and phasor applications from the RD&D
test bed to the California ISO's production-quality hardware, which resides in the California
ISO operations environment. This major accomplishment significantly advances the
development of this promising technology into an actual commercial application (Figure 3).

Figure 3. RTDMS Platform System Architecture

The specific project objectives have been taken directly from the contract. The outcomes of each
research task are as follows:

Real-Time Dynamics Monitoring System (RTDMS) Visualization version 4 with dashboard
display, clutter management, trending and reporting

The RTDMS Visualization version 4 incorporated innovative visualization techniques to deal
with screen clutter and information overload. With the rapidly growing number of PMUs
within the WECC phasor network, a key focus was on improved visualization to integrate
information within standardized displays. Careful attention was placed on avoiding clutter.
The solution included tiered visualization architecture with drill-down capabilities from
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centrally configured and standardized “global” displays for wide-area viewing at the
Interconnection and Reliability Coordinator levels. This tiered visualization facilitates
communication across utilities for consistency, but also provides a means for development of
“local” end-user customized displays at the utility level that complement the wide-area
displays. The highest tier consists of a “dashboard” summary display that uses easy-to-grasp
traffic-light visuals (Figure 2) and gauges to provide information on a set of predefined metrics
that characterize the overall system status. Green signifies that the metric is well within its
threshold limit and that things are normal; yellow indicates that the metric is approaching its
threshold limit and further investigation is needed; and red or blue means that the metric is low
or high, respectively, and that immediate action is required. Other enhancements included
reporting capabilities on PMU performance, alarm history, and long-term trends and statistics
on various metrics to assist with the system baselining functions.

In January 2006, under the prior contract, the CERTS team provided training at the California
ISO on an earlier version of the RTDMS, version 3, platform. During these training sessions,
California ISO reliability coordinators Dave Hawkins, Nan Liu, Greg Tilitson, and Paul Bluess
were consulted on their requirements for RTDMS, version 4. During the next development
stage, the project team incorporated the California ISO’s requirements for dashboard displays,
clutter management, and trends and reporting functions. Training commenced on the
application that was installed in May 2006 on two machines in the testing room, and one
machine installed on the Reliability Coordinators desk on the dispatch floor (Control Room) at
the California ISO.

In addition, the real-time phasor monitoring applications on the RTDMS platform underwent a
series of functional enhancements incorporating new capabilities that were extensively field-
tested at the California ISO and at BPA; RTDMS Visualization version 5, which included
visualization and navigation improvements based on operator feedback, and a PDC-PI interface
for archiving data in the California ISO’s PI historian and reporting services, was released.
RTDMS Visualization, version 5.5, included measurement-based sensitivity displays. Prior to
each development cycle, a prototype functional specification document was provided to the
California ISO for their review and feedback. Comments from the California ISO were then
incorporated into each version. The RTDMS platform currently supports 12 clients at the
California ISO’s main Folsom Facility and two at the Alhambra backup center.
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RTDMS Small Signal Stability Monitoring application prototype development, factory-, and
field-testing, and production quality commercial functional specification

The first ever small-signal stability monitoring prototype application was developed and
delivered to the California ISO. This application assesses the stability of low-frequency inter-
area oscillations in real-time using data captured under ambient system conditions. The key
capacities of this tool are its ability to display dynamic activity using spectral waterfall plots,
and to trace mode estimates, both their characteristic frequency and damping properties, using
visuals geared towards a real-time operations environment.

In February 2006, the CERTS project team met with Bill Middelstadt, Carson Taylor, Ken
Martin, Dmitry Kosterev, and Jim Gronquist from BPA, which has been a technical leader
among utilities in the industry on the topic of small-signal stability. The discussion focused on
algorithms and framework for the small-signal stability monitoring application. During the next
several months the project team worked on the algorithms and developed the application based
on the algorithms.

During 2006, a Small-Signal Stability Monitoring application was developed to utilize these
algorithms to monitor and track the low-frequency inter-area modes prevalent within the
power system in real time and under ambient system conditions. The application underwent
tield trials at both the California ISO and BPA prior to being placed in control rooms. In October
2006, the project team reviewed the application with California ISO staff Dave Hawkins, Nan
Liu, Greg Tillitson, Paul Bluess, Jim Herbert, and Alan Amark. The application was further
refined in response to their feedback, and later installed in the California ISO testing room and
on the engineers” desks. In December 2006, after factory-testing the application, it was installed
in the testing room at the California ISO.

In February 2007, Jim Detmers and Jim McIntosh from the California ISO organized a Grid
Oscillation Workshop, which gathered industry experts including the CERTS project team,
General Electric, Virginia Tech and Montana Tech researchers, and others to discuss the next
steps required to eliminate grid oscillations. For the short term, the workshop participants
recommended the development of an oscillation-detector alarm system, and for the long-term, a
robust control strategy based on real-time observations.

In March 2007, the California ISO requested that the CERTS project team to focus additional
efforts on the small-signal stability monitor application to RD&D instead of developing a
functional specification for a production-quality tool. However, in preparation for the eventual
preparation and acquisition of such a tool, in June 2007, the prototype application was migrated
to the California ISO's new production-quality hardware for further research and development.

The CERTS project team participated in a follow-up grid oscillations meeting held at BPA in
June 2007. The overall strategic vision for a collaborative grid oscillation, diagnosis, and control
effort was discussed.

In late 2007/early 2008, the Small-Signal Stability tool’s algorithms, visuals (Figure 4), and
features were further enhanced through additional research and end-user feedback. Some of the
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key enhancements included improved mode estimation algorithms and graphics to quantify the
uncertainty associated with the mode estimates. Specifically, a newly developed
"bootstrapping” method was embedded into the tool to compute the uncertainty region or error
bounds (i.e., confidence intervals) associated with each estimate. At the California ISO’s request,
other improvements included the capability to load single or multiple phasor disturbance files
and perform small-signal stability forensics (i.e., the Event Analyzer tool) to assess the stability
of the power system prior to and after the event through various analysis techniques.

While this new application sparked greater interest in phasor technology and its capabilities,
the California ISO considers it pre-mature to pursue a commercial-grade small-signal stability
tool, and has requested that the CERTS team conduct additional RD&D in this area. A second
version of this tool incorporating more advanced algorithms and improved visuals, and
extending its analysis capability to off-line disturbance files, was therefore developed in lieu of
the functional specification for the commercial-grade tool. The updated tool was delivered to
the California ISO in March 2008 and is currently undergoing field testing at the California ISO
and the BPA.

Phasor, Small Signal Analysis - Version 1
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RTDMS Wide-Area Real-Time Control applications prototype development, factory-, and
field-testing and production quality commercial functional specification

A feasibility assessment study exploring various methodologies for using phasor measurements
to improve or augment existing operational nomograms was conducted. The California ISO and
the CERTS project team agreed that this was a good first step towards using phasor
measurements for wide-area real-time control, as nomograms are an integral part of the real-
time dispatch process. The California ISO supported the proposed concept of developing a
completely new type of wide-area nomograms for monitoring, which consists of inequalities
being applied to the voltage angle differences measured at different locations within the
Interconnection, and are unlike traditional power flows (e.g., interface flows, total generation,
total load, etc). (See Appendix A, Phasor Feasibility Assessment and Research Results Report.)

The traditional operating nomogram, which defines secure operating conditions, are
constructed using off-line power flow, voltage, transient, and post-transient stability
simulations for a worst- case scenario. They, therefore, have an inherent conservatism
embedded in them. The use of real-time measurements provided by phasor measurement units
(PMUs), and the results of real-time stability assessment applications, can complement these
nomograms by providing a direct measure of system stress and actual (rather than predicted)
operating margins. Using phasor measurements in this manner would enable safe, yet less
conservative operation.. Phasor measurements can also provide data that could replace select
critical nomogram parameters for visualization based on real-time information and determine
new areas and situations where additional nomograms may be required.

The use of PMUs to monitor existing nomograms would help to provide a tighter real-time
monitoring of the operational limits. The sub second information from the problem area would
increase the situational awareness of the real-time dispatch personnel and allow for more time
for timely manual and automatic remedial actions in the future (Figure 5).

Some of the proposed concepts included (1) the use of PMUs for estimating reduced dynamic
equivalents and its most current parameters in real time to augment existing nomograms, and
(2) a completely new type of wide-area nomograms for monitoring, which consists of
inequalities being applied to the voltage angle differences measured at different locations
within the Interconnection. Voltage angle differences are a more direct measure of transient
stability than the traditional power flows (e.g., interface flows, total generation, total load, etc.),
and are therefore better for coordinating the system for observing transient stability. Any
topology changes, such as line outages, are directly observable in the angle measurement,
which may otherwise be absent in the MW flows. A prototype tool that utilizes the above-
mentioned concept is being discussed with the Energy Commission.

After meeting with the California ISO, significant research was conducted to carry out the
RTDMS Wide-Area Real-Time Control applications prototype and associated efforts described
above, and in greater detail in Appendix A, Phasor Feasibility Assessment and Research Results
Report. During reviews and discussions with Dave Hawkins and Nan Liu at the California ISO,
this activity emerged as a lower priority for California ISO compared to other research included
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in this contract. California ISO therefore requested the CERTS project team to direct its focus
toward developing the aforementioned small-signal stability monitoring application.

Figure 5. Use of Additional PMUs to Monitor Existing Nomograms in Real-Time

RTDMS Frequency Data Collection and Analysis System prototype development, factory-,
and field-testing, and technical support for integration with California ISO system

A PDC-Pl interface that continually parses real-time streaming data and populates the PI
Historian was developed, factory-tested, and installed on the production quality system at the
California ISO in July 2007. It is currently in use to save frequency data from PMUs and Arbiter
Frequency Meters into the PI Historian. This interface is also equipped to perform data quality
checks prior to storing the data in PI Historian to ensure good data quality within their
production system.

The CERTS project team met with the California ISO to discuss the architecture and definitions
of the RTDMS Frequency Data Collection and Analysis System application. CERTS began
development of the application to allow frequency data to be saved in the California ISO's PI
Historian (a commercial-grade production database) that resides on the California ISO's energy
management system). The project team designed the prototype, which is the first application

18



designed to transfer phasor data to the PI Historian. CERTS reviewed the prototype with
California ISO staff, and then built the interface between phasor data and the PI Historian.

The California ISO concluded that the analysis capabilities within their PI Historian were
adequate to meet their needs for a production-quality commercial-grade system for long-term
data collection and analysis.

RTDMS Frequency Response and Sensitivity Analysis application, prototype development,
factory, and field-testing

The feasibility of using phasor measurements to assess the Interconnection’s frequency
responses during significant events and to compute key grid sensitivities directly from phasor
measurements, was evaluated. It is well understood that additional loading on the power
system is associated with voltage degradation across the system. This relationship is typically
represented by P-V or Q-V curves, which illustrate real and reactive power and voltage
relationships. The gradient at any point along such a curve provides the voltage sensitivity
with respect to the loading conditions at that bus. The traditional method for obtaining this
information is dependent on the system model, especially the load model, which is built by
historical data. It was determined that phasor measurements offer the ability to obtain the same
information directly from the real-time measurement without requiring any modeling
information. There is enough loading variation within the system to estimate the local gradient
of curves that map changes in one variable (MW or MV ARs) to changes in the other (voltages),
i.e., the current voltage sensitivities at that location/interface.

The CERTS project team met with the California ISO during the summer of 2007 to discuss the
approach and to develop new applications. As a result of the meeting, two separate applications
were researched and developed: (1) sensitivity analysis displays, and (2) frequency response.
The frequency-response application became the off-line RTDMS Event Analyzer, and was
demonstrated at California ISO in December 2007. The CERTS team also developed two new
dedicated displays for measurement-based angle sensitivity and voltage sensitivity,
respectively. The sensitivity analysis displays were incorporated into RTDMS, version 5.5,
which was installed at the California ISO in March 2008. This has facilitated better
understanding of voltage-real/reactive power and phase angle-real power relationships for key
corridors, and at critical generation and load buses where PMUs have been installed. The next
steps for these applications are currently being evaluated by the California ISO. They will be
included in a proposal for additional RD&D on these applications.

Prepare a Feasibility Assessment Studies Report

The CERTS project team researched and evaluated the feasibility of using phasors to

(1) improve stability nomograms, (2) monitor small-signal stability, (3) measure key sensitivities
related to voltage stability or dynamic stability (Figure 6), (4) assess interconnection frequency
response, and (5) apply graph theory concepts for pattern recognition. The project team
performed an extensive on-line literature review of all known existing publications on phasor
technologies and applications, and consulted with university experts at Washington State
University, the University of Wisconsin, University of Wyoming, and Montana Tech. Based on
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this research, the CERTS project team proposed new technologies to the California ISO. The
results of the feasibility assessment studies were incorporated into the Phasor Applications
Project Research Report (see Appendix A, Phasor Feasibility Assessment Research Results
Report).

Figure 6. Predicting P-V Curves and Voltage Stability Using Phasors

Prepare an Algorithm Results Report

Based on the findings from the feasibility assessment studies, the CERTS project team
developed alternative solutions to address the feasibility of using phasors to (1) improve
stability nomograms, (2) monitor small-signal stability, (3) measure key sensitivities related to
voltage stability or dynamic stability, (4) assess interconnection frequency response, and (5)
apply graph theory concepts for pattern recognition. The project team wrote algorithms and
tested data provided by the California ISO, and algorithms results were incorporated into
RTDMS. Algorithm results were also incorporated into the Phasor Applications Project
Research Report.

Prepare the Phasor Applications Project Research Report

The Phasor Applications Project Research Report is provided in Appendix A, Phasor Feasibility
Assessment and Research Results Report. The Phasor Applications Project Research Report also
summarizes research for the Feasibility Assessment Studies Report and the Algorithm Results
Report.
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Prepare Production-Quality Functional Specifications

Preliminary efforts were undertaken to develop the production-quality functional specifications
for the RTDMS Small Signal Stability Monitoring and RTDMS Wide-Area Real-Time Control
applications. Based on California ISO’s request for additional research on higher priorities,
resources were redirected and preparation of functional specifications for production quality
applications based on research conducted to date was not undertaken.

Provide technical research and development support to PIER and California utilities for
phasor applications including technical and system integration support for utility projects,
research roadmaps, WECC coordination, and NASPI Liaison

CERTS provided assistance and support to (1) SCE’s use of phasor measurements for local
remedial action control, (2) SDG&E's state estimation improvements, and (3) PG&E's critical
path monitoring. CERTS also provided technical assistance to California ISO in preparing their
multi-year research roadmap, which included NASPI collaboration and knowledge exchange,
the formation of the WECC WAMTF, and increased collaboration with industry and academic
experts.

The CERTS team provided assistance to California utilities on demonstration projects that had
been previously identified by each utility. In particular, the RTDMS platform was provided to
PG&E for critical path monitoring. Additionally, in late 2006, CERTS/EPG met SDG&E staff to
layout a project plan for installing PMUs and integrating them with SDG&E's state estimator.
An outcome of this effort was that SDG&E formally requested CERTS/EPG to provide
consultation services on their state estimation project, and a separate contract was formed
between CIEE and EPG (Subcontract No: MTX-06-02B) to this effect. During 2006-2008, the EPG
staff has supported SDG&E in successfully integrating the phasor data with their state estimator
and evaluating the performance improvements in the state estimator results.

CERTS also provided technical assistance to California ISO in preparing their multi-year
research roadmap, which included NASPI collaboration and knowledge exchange, the
formation of the WECC WAMTF, and increased collaboration with industry and academic
experts.

In 2005, under a prior contract, CERTS worked with the California ISO to develop an RD&D
roadmap for the phasor applications technology RD&D effort. In 2007, this roadmap was
updated to include tasks, roles, and responsibilities at both the California ISO and WECC levels
to grow the phasor infrastructure for greater coverage, and to move the phasor applications
from research into an operational environment as identified in discussions with California ISO
staff. The updated roadmap was presented to the California ISO in early 2007 and at the WECC-
WAMTF meeting in April 2007. In early 2008, the roadmap was further refined to incorporate
future CERTS research priorities planned for 2008-2010. As a result of these efforts, the phasor
network now integrates over 50 PMUs streaming real-time data into the California ISO from
various locations across WECC. In addition, at the California ISO, and the RTDMS platform
and phasor applications have now been migrated from the R&D test bed onto production-grade
hardware and into the California ISO operations environment.
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1.6. Conclusions and Recommendations

1.6.1. Conclusions

The development and testing of a prototype RTDMS with California ISO system operators has
accelerated the adoption and use of time-synchronized phasor measurements for real-time
applications in the Western Interconnection. As the network has grown and matured and
RTDMS applications have expanded, California ISO has invested in upgrading the hardware
infrastructure to support the system. The phasor real-time applications, which initially ran on
PC/Workstation machines in an isolated research environment, have now migrated to a
production grade hardware platform on the California ISO secure corporate network, which is
supported 24/7 by California ISO Information Technology staff. The system is also operating
reliably, with over 90% of the devices reporting 99% data availability, and no system downtime.
An indication of the improved reliability is that RTDMS is now at the Reliability Coordinator
(RC) Desk in the Folsom Control Room and is an integral part of the real-time operations
decision-making process.

The system now offers a rich set of features for wide-area monitoring as well as analytics. This
wide-area, common view will allow operators to evaluate stability margins across critical
transmission paths, detect potential system instability in real time, and, in the future, take
manual or initiate automatic actions to mitigate or dampen these potential problems. It will also
enable California ISO, California, and WECC utilities to explore closely related issues, such as
the use of phasor data to improve state estimations, to determine the optimal location of
additional phasor measurements, and to gain experience with the technology required to
develop these advanced real-time control applications. Finally, it will facilitate technical
exchange, collaboration, and resource leveraging with companion phasor measurement-based
activities supported by the operating entities and DOE throughout North America.

1.6.2. Recommendations

The CERTS project team recommends continuing research and development of prototype
applications toward ultimately providing the California ISO with functional specifications for
acquisition of production-quality commercial phasor-based tools. CERTS also recommends
continuing efforts through WECC to expand and link PMUs across the entire Western
Interconnection.

Aspects of additional RD&D required have been proposed and are being considered by the
Energy Commission for a follow-on contract.

1.6.3. Benefits to California

The benefit to California is the enhanced reliability of the California ISO and the Western
Interconnection by providing reliability coordinators and control area operators at the
California ISO, and California’s major utilities with the latest advances in phasor measurement
applications. Ultimately, system operators will be able to evaluate stability margins across
critical transmission paths, detect potential system instability (pattern recognition) in real time,
and then provide control signal(s) to devices or controls that will mitigate or dampen the
instability. The wide-area, common view will also allow operators to detect unanticipated
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system limitations in real time, even when the grid is operating within perceived safe portions
of the existing operating nomograms. Thus, the system will serve a dual purpose to both
improve transmission loadability from the point of view of transient stability and help operate
the system within safe regions.

As a result, this research ultimately will have the following benefits for the California ISO and
California utilities:

1. California ISO will immediately benefit from increased reliability.

2. The successful implementation of advance phasor applications by California ISO and
BPA will accelerate market acceptance of phasor measurements and applications
throughout the WECC, leading to a promulgation of these reliability benefits.

3. Ultimately, incorporation of phasor measurements into California ISO’s suite of
advanced computational tools for reliability and congestion management should also
improve the accuracy of locational marginal pricing (LMP) calculations, which would
follow the initial roll-out of California ISO’s Market Redesign Technology Update. This
update seeks to correct problems in California’s electricity markets that contributed to
the market disruptions experienced in 2000 and 2001. This objective is accomplished, in
part, through better congestion management, potentially at lower cost, for the California
ISO system;!

' The Market Redesign and Technology Update includes three foundational designs — a full network
model of the electricity grid, an integrated day ahead forward market and LMP. The LMP is the result of
the integrated forward market which provides nodal prices so that all market participants know the cost
of generating power, serving load and resolving congestion at each location on the system. LMPs reflect
physical constraints under all load and system conditions and offer better economic measures and signals
with which to manage the system. These pricing patterns also indicate where additional generation and
transmission upgrades are needed in the future.
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2.0 Task 3.0 Real-Time Voltage Security Assessment
(RTVSA) Prototype Tool

2.1. Executive Summary

Introduction

California ISO system operators need to know how to more effectively manage the grid and its
reactive resources, as well as coordinate with other organizations (interconnected system
operators, load-serving entities, and generators) within today’s changed operational
environment, especially during periods of system stress. Real-time assessment of voltage
security is an important means for achieving this end. However, the California ISO does not
have a tool that can perform these assessments within short time windows required for real-
time operations.

In this, the third and final, phase of research to enable the California ISO to acquire such a tool,
CERTS developed and successfully demonstrated a prototype real-time voltage security
assessment (RTVSA) tool that met all of California ISO’s performance requirements. Based on
this research, the project team developed a complete functional specification and then
supported the California ISO in acquiring a production-quality tool from a commercial vendor

The RTVSA project consisted of three research tracks: (1) data requirements, (2) algorithms, and
(3) prototype development and testing. Each research track was implemented in three phases:
(1) conceptualization of the overall framework, and creation of a simulation platform with
which to conduct the research; (2) development of algorithms and proof-of-concept simulations;
and (3) implementation and validation of even more advanced algorithms, including
demonstrations using data from sub-regions within the California ISO and development of the
final functional-specification document.

This report summarizes results from the third and final phase of the project. Earlier phases of
the project were supported under two prior PIER contracts.

Purpose

The goal of the RTVSA project was to develop and successfully demonstrate a prototype
voltage security assessment tool that could run in real time within California ISO’s new
reliability and congestion management system. The specific requirements of the RTVSA tool
included: (1) a wide-area, situational-awareness, geographical displays to manage the voltage
and volt-ampere-reactive (VAR) resources for California’s transmission system; (2) calculation
of available voltage security margins, as well as contingency ranking according to a severity
index for voltage stability-related system problems; (3) detection of the most dangerous stresses
in the system, which could lead to voltage collapse, the regions most affected by potential
voltage problems, and abnormal voltage reductions in the grid; (4) identification of controls or
actions to increase the available stability margin and avoid instability; and (5) dispatch
information about voltage problems for look-ahead operating conditions and worst-case
contingencies.
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Project Objectives

The overall objective of the RTVSA project was to support the California ISO in acquiring a
production quality RTVSA tool. Additional objectives included working closely with California
utilities and California ISO operators to develop a prototype that met their specifications,
demonstrating the prototype RTVSA tool by using it to examine selected areas under the
control of the California ISO, developing a set of production-quality RTVSA functional
specifications, and then providing technical support for the California ISO’s efforts to work with
a commercial vendor to integrate a production-quality RTVSA tool into the California ISO’s
new reliability and congestion management system.

Project Outcomes

The project team completed a number of important technical milestones in its effort to meet the
ultimate objectives of the real-time VSA project. These milestones included validation of the
continuation power flow algorithm, the direct method, a boundary-orbiting technique, and the
hyperplane approach; the creation of an initial prototype real-time VSA tool by using these
validated mathematical techniques; the successful testing of these aspects of the prototype tool
on the Humboldt and San Diego areas; the subsequent incorporation of these results into the
development of a complete prototype, which can monitor voltage stability margin in real time,
and help operators manage this margin in real time by controlling resources on the transmission
system; and, finally, the preparation of a functional-specification document that describes
functional, design, and visualization requirements for a production-quality VSA tool that could
be acquired from a commercial vendor.

In summer 2007, the California ISO used the functional-specification document prepared by the
CERTS project team to select a commercial software vendor to develop a production quality
real-time VSA tool and integrate it into the California ISO’s Energy Management System (EMS).
The tool is scheduled to go online the third quarter of 2008.

Conclusions

The research conducted by the team led to development of a robust design for a RTVSA tool
based on the parameter continuation technique, and improvements in accuracy and
performance from the direct method and boundary-orbiting technique. The resulting functional
specifications directly supported California ISO’s acquisition and installation of a production-
quality tool incorporating these research findings.

Recommendations

The project team recommended and California ISO has since used the team’s functional-
specification document to engage a commercial vendor to deliver a production quality real-time
VSA tool. The project team also recommends use the underlying concepts researched for this
project in future research to explore the entire voltage security region in the parameter or power
injection space, including application to a simple one-dimensional approach or to a more
complex multidimensional stressing.
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Benefits to California

The RTVSA Tool offers significant benefits to California, including the increased reliability of
the California ISO, the Western Interconnection, and California’s major utilities. Improved
voltage monitoring should also improve the accuracy of the California ISO’s locational marginal
pricing calculations, and thereby lead to better management of congestion on the California ISO
system, potentially at lower total cost.

2.2.  Introduction

California ISO system operators need to know how to more effectively manage the grid and its
reactive resources, as well as coordinate with other organizations (interconnected system
operators, load-serving entities, and generators) within today’s changed operational
environment, especially during periods of system stress. Real-time assessment of voltage
security is an important means for achieving this end. However, the California ISO does not
have a tool that can perform these assessments within short time windows required for real-
time operations.

In this, the third and final, phase of research to enable the California ISO to acquire such a tool,
CERTS developed and successfully demonstrated a prototype real-time voltage security
assessment (VSA) tool that met all of California ISO’s performance requirements. Based on this
research, the project team developed a complete functional specification and then supported the
California ISO in acquiring a production-quality tool from a commercial vendor

The RTVSA project consisted of three research tracks: (1) data requirements, (2) algorithms, and
(3) prototype development and testing. Each research track was implemented in three phases:
(1) conceptualization of the overall framework, and creation of a simulation platform with
which to conduct the research; (2) development of algorithms and proof-of-concept simulations;
and (3) implementation and validation of even more advanced algorithms, including
demonstrations using data from sub-regions within the California ISO and development of the
final functional-specification document.

This report summarizes results from the third phase of the project. Earlier phases of this project
were supported under earlier contracts as shown in the overall research roadmap for the
project. See Figure 7. These earlier phases were completed under Contract No. 500-99-013,
BOA-20, and Contract No. 500-02-004, MRA—-036, Real-Time Grid Reliability Management 2005.
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2.2.1. Background and Overview

Over the past 40 years, more than 30 major blackouts worldwide have been caused by voltage
instability and collapse. Among them, at least 13 voltage-related blackouts have taken place in
the United States, including two major blackouts in the Western Interconnection in 1996, and a
wide-scale blackout in the Eastern Interconnection in 2003. In examining the causes of these
blackouts, investigation teams have, on several occasions, concluded that online power flow
and stability tools, and indicators for system-wide voltage performance in the real-time
operating environment are needed to prevent future blackouts.

Research for the VSA Project was motivated by California ISO operators’ desire to acquire a
real-time dispatcher’s VSA tool and corresponding wide-area visuals to manage the voltage and
Volt-Ampere Reactive (VAR) resources for the transmission system. The California ISO sought
a tool that could calculate the following:

e Available voltage security margin.
¢ The most dangerous stresses in the system leading to voltage collapse.

e Worst-case contingencies leading to voltage collapse, and/or contingencies with an
insufficient voltage stability margin.

e Abnormal reductions of nodal voltages.

o Contingency ranks according to a severity index for voltage stability-related system
problems.

o Weakest elements within the grid, and the regions most affected by potential voltage
problems.

¢ Controls to increase the available stability margin, and to avoid instability.

e Information about voltage problems for look-ahead operating conditions and worst-case
contingencies (i.e., contingencies with large severity ranks) that may appear in the
future.

e A real-time dispatcher’s situational-awareness, wide-area graphic, and geographic
displays.

CERTS developed an initial VAR-Voltage Management prototype tool funded by DOE’s
Transmission Reliability Program in 1999 and 2000. This prototype tool was a direct response to
the California ISO’s desire to improve procedures for implementing WECC's revised voltage-
VAR requirements (Martinez, et.al. 2003). Prototype tailoring and enhancements for
demonstration at the California ISO began under PIER support in 2001, and led to the following
key project milestones: (1) in 2001-2002, the installation of the initial prototype with snapshot
displays of the San Diego system only; (2) in 2003, the development of a full California ISO
system model, including the incorporation of California ISO user feedback, but still based on
snapshots; (3) in summer 2004, the California ISO developed specifications for the prototype of
anew RTVSA tool that incorporates and extends the functionality of the original CERTS VAR-
Voltage Management prototype for voltage security assessment purposes (CERTS 2005). The
prototype was enhanced to run contingency simulations and perform contingency rankings,
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which were required for the VSA prototype phase of the project; these new features were tested
on the California ISO system.

In July of 2004, the PIER TRP Review Committee recommended that RD&D continue in
developing a RTVSA tool prototype. In forming its recommendations, the TRP identified
current VAR margins, what VAR margins would be needed around the system, and options to
address shortfalls as they arose. The TRP also recommended research to identify the
information needed by operators to make better operating decisions, as well as factors that
would improve their comfort with, and confidence in, new real-time operating tools.

In 2005 and early 2006, under PIER Contract No. 500-99-013, BOA-20 and Contract No. 500-02-
004, MR-036, the project team conducted an extensive review of existing VSA approaches, and
identified and selected a state-of-the-art combination of approaches and computational engines
for implementation in this project. Key elements of the final approach selected include the use
of (1) parameter continuation, (2) direct methods, (3) the boundary-orbiting method, and (4)
hyperplane approximation of the voltage stability boundary. The real-time VSA project
development team also successfully implemented the parameter continuation (also known as
the predictor-corrector) method. This method is quite robust and useful, since it overcomes
several mathematical obstacles; it is able to find a continuum of power flow solution starting at
some base load, and leads to the steady state voltage stability limit (critical point) of the system.

Under this contract, research work included enhancements to the Power Systems Engineering
Research Center’s (PSERC’s) parameter continuation program,, the implementation of direct
methods to quickly and accurately determine the exact Point of Collapse (PoC), the
implementation of boundary-orbiting techniques to trace the security boundary, the
investigation of descriptive variables, the implementation of hyperplanes to approximate the
voltage stability boundaries as well as identify the controllable elements in the space of power
injection, and the validation of techniques for analyzing margin sensitivities.

These techniques were tested using a ~6000 bus state estimator model covering the entire
Western Interconnection for Southern California problem areas suggested by the California ISO,
and the results were reported in Appendix B, Real-Time Voltage Security Assessment Report on
Algorithms and Framework.

At the completion of this project, a functional specification document was developed to describe
the design, functional, and visualization requirements for a Real-Time Voltage Security
Assessment (RTVSA) tool, as well as the California 1SO’s preferences for certain
implementation and visualization techniques.
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2.3. Task Objectives

The overall objective of Task 3.0 was to support the California ISO in acquiring a production
quality VSA tool that runs in real time. A secondary objective was to conduct the research in
consultation with California (CA) utilities, such that the results of the work could be evaluated
by the CA utilities for their own possible future adaptation and application.

The specific research objective was to work closely with California ISO operators to assess the
feasibility of algorithms that could be incorporated into and enhance a prototype tool to meet
their specifications. Once the prototype was completed and successfully demonstrated, it was
to be transferred via a functional specification to a commercial vendor (selected by California
ISO) for implementation as a production-grade operating tool. As part of this phase of the
research, the VSA tool was to be demonstrated in Humboldt or Southern California.

The specific objectives of Task 3.0 included the following:

e Perform RD&D of suitability of algorithms for continuation power flow and hyper plane
construction.

e Prepare a Real-Time VVSA Report to include, but not be limited to, the analysis of
continuation power flow algorithms and analysis of hyper plane construction for defining
safe operating regions.

e Demonstrate these algorithms in the Humboldt and San Diego areas, and report on the
demonstration results.

e Research and develop a prototype VSA platform to include preparing a RTVSA Research
Report on the expanded capability of the prototype VSA platform.

e Demonstrate the prototype VSA for Southern California region (or another region under
the control of California 1SO) and report on the demonstration results.

e Prepare an Enhanced RTVSA Research Report to include, but not be limited to,
integration with California ISO Common Information Model (CIM) data and topology
translator, remedial and corrective action, and expanded test areas to include the entire
California ISO system.

e Develop a set of Production-Quality VSA Functional Specifications.

e Prepare a Real-Time Wide-Area VSA Project Report. This report shall include, but not
be limited to, a summary of work done.

e Provide technical support for California 1SO efforts to work with a vendor to integrate
and deliver a production-quality VSA tool.

The primary technical objective of Task 3.0 has been accomplished, as demonstrated by the
California ISO's acceptance of the final functional specifications used to procure a production-
quality RTVSA software tool. The functional specification document lays out, in great detail, the
design, functional, and visualization requirements for a real-time VSA tool that incorporated
California ISO’s preferences for specific implementation and visualization techniques.
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2.4. Task Approach/Methods

The task approach involved research on each of the final phases of the three project tracks
identified in Figure 7: (1) implementation of suitable algorithms; (2) integration with California
ISO’s EMS; and (3) validation of the implemented algorithms on California ISO test cases. The
following summarizes key aspects of the approach/methods, which are documented fully in
appendices to the report.

The project team conducted an extensive review of existing VSA approaches, and identified and
selected a state-of-the-art combination of approaches and computational engines for
implementation in this project. Key elements of the final approach selected include the use of
(1) parameter continuation, (2) direct methods, (3) the boundary-orbiting method, and (4)
hyperplane approximation of the voltage stability boundary.

These elements were first approved by a panel of leading experts during the course of a survey
conducted at the onset of the project. The elements were also verified in the course of face-to-
face personal meetings with well-known university professors, industry experts, and software
developers, and included email discussions, telephone exchanges, and feedback from industrial
advisors and brainstorm meetings with the projects” consultants.

CERTS industrial advisors reviewed these developments during Technical Advisory Committee
(TAC) meetings conducted in 2006. The TAC consisted of representatives from the California
ISO, California utilities, Bonneville Power Authority (BPA), DOE, and other organizations.

The project team prototyped the proposed algorithms on a platform, also developed by the

project team, to validate the tool, and tested it with a California ISO-provided test case. The

project team used the PSERC parameter continuation program and MATLAB programming
language as a basis for building the VSA prototype.

The project team validated the VSA algorithm results through numerous meetings and
correspondence with California 1SO staff who helped identify test cases and appropriate stressing
conditions. In particular, the California ISO provided information on (1) the local voltage
problem areas, stress direction, or procedure (which specifies how the system parameters change
from their base case values as a function of increased amounts of stress), (2) the descriptor
variables (which reflect the most influential or understandable combinations of parameters, or
derivative parameters that influence the voltage stability margin), as well as (3) a list of critical
contingencies associated with these stressing conditions. These data were used to:
e Compute the Point of Collapse (PoC) and reactive margins under the particular stressing
condition using the parameter continuation technique in conjunction with the direct
method.

e Calculate hyperplanes to approximate the voltage stability boundary.

e Compile a list of abnormal reductions in nodal voltages that highlighted the elements
and regions most affected by potential voltage problems.

e Apply the boundary orbiting technique to trace the boundary under changed stressing
situations.
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The results of the research were presented and discussed with the California ISO staff, who
were consulted extensively throughout the project and the functional specification development
process. In addition, as a final input to development of the functional specification, a second
survey was conducted of vendors and utilities to evaluate existing power system voltage
security tools and to identify industry best practices in using them.

2.5. Task Outcomes

The project team completed research on the third and final phase of each of the three research
tracks identified in Figure 7: (1) implementation of suitable algorithms; (2) integration with
California ISO energy management system (EMS); and (3) validation of the implemented
algorithms on the California ISO test cases.

With respect to the project objectives, the project team:

¢ Conducted a technical assessment of the continuation power flow algorithm, direct
method, boundary-orbiting technique, and the hyperplane approaches.

e Enhanced the VSA prototype software tool by incorporating the above mentioned
features.

e Utilized a ~6,000 bus (1,188 generators) state estimator model covering the entire
Western Interconnection for the algorithm validation as suggested by the California ISO.
This detailed model includes all buses/lines at or above the 115 kV level and some of the
lower voltage levels within the California ISO region.

o Tested the prototype software tool on areas in Southern California.

e Provided a functional specification to the California ISO that included functional,
design, and visualization requirements for a production-quality VSA tool that can be
produced by a commercial vendor.

The following summarizes key aspects of these task outcomes, which are documented fully in
appendices to the report. (See Appendix B, Real-Time Voltage Security Assessment Report on
Algorithms and Framework, Appendix C, Real-Time Voltage Security Assessment Algorithm's
Simulation and Validation Results; Appendix D, Real-Time Voltage Security Assessment
Summary Report; and Appendix E, Real-Time Voltage Security Assessment Functional
Specifications for Commercial Grade Application.)

The project team's research suggested that while the continuation method worked well in
reaching the proximity of the collapse point in a particular stressing direction, several iterations
of the algorithm and associated step-halving within the vicinity of the point-of-collapse were
required to obtain the functions needed to extract accurate information about hyperplane
boundaries, weak elements, and control elements.

The advantage to applying the direct method at this point is that it is a one-step approach to
finding the collapse point within a predefined tolerance, and therefore overcomes accuracy
limitations in the continuation method. Having accurately reached a point on the stability
boundary, it is also theoretically feasible to apply the underlying continuation method
framework to the direct method equations (as opposed to the powerflow equations as in the
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traditional continuation powerflow) and systematically trace the voltage stability boundary (i.e.,
boundary-orbiting method). This adaptation further reduced the computational time, because
there is no longer a need to return to the operating point and move in a different stress direction
to find a second point on the stability boundary.

Additionally, the efficacy of using hyperplanes to approximate the voltage stability boundaries
as well as identifying the controllable elements in the space of power injections was
corroborated. A hyperplane is a linear geometry in multi-dimensional space. In one-, two-, and
three-dimensional space, this happens to be a point, a line, and a plane, respectively. In power
systems, a two-dimensional security region constructed by hyperplane approximation describes
a region of safe operation (also referred to as operating nomograms). This is the most promising
method for determining the available voltage stability margin in real time using such piece-wise
linear approximations of the voltage collapse boundary in coordinates of independent power
system parameters.

The project team demonstrated that the attributes of hyperplanes (i.e. coefficients of the
hyperplane) can be interpreted as the parametric sensitivities of the margin to power injections
and therefore are particularly useful in ranking the most appropriate corrective actions to steer
away from the stability boundary. Similarly, the participation factors at the various buses in the
voltage collapse also fall out of the proposed methodology and aid in identifying weak areas
with the worst voltage degradation during a voltage collapse.

In summary, the validation process confirmed that (1) hyperplanes, or piecewise linear
approximations, can be extracted from the solution at the point of collapse in a particular
stressing direction; (2) piecewise linear approximations are appropriate for the stability
boundary; (3) the properties of these boundaries (e.g., the orientation of the hyperplanes)
offered valuable information on ”control” elements indicating dangerous conditions that need
corrective action, or weak elements where the impact of the voltage collapse phenomenon is the
most severe; (4) a hybrid approach wherein the continuum power flow algorithm augmented
with the direct method and the boundary-orbiting method can meet these performance
requirements.

The final RTVSA algorithm consists of the following steps (which are illustrated in the
flowchart in Figure 8):

1. Initial system stressing procedure for a given stress direction to reach a vicinity of the
PoC in this direction.

2. The direct method is used then to refine the PoC location along the initial stress direction
(the continuation method would require multiple iterations to find the PoC with the
required accuracy).

3. The inverse iteration method or Arnoldi algorithm is applied to find the left eigenvector,
which is used to build the set of approximating hyperplanes.
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4. The boundary-orbiting procedure is then applied to trace the voltage stability boundary
along a selected slice. This procedure is a combination of a predictor-corrector method
and the transposed direct method.

5. In case of divergence, the algorithm is repeated starting from Step 1 for a new stress
direction predicted at the last iteration of the orbiting procedure. Divergence may be
caused, for example, by singularities of the stability boundary shape along the slice.

6. For a given voltage stability problem area and the corresponding descriptor parameters,
the voltage stability boundary is built using the set of approximating hyperplanes.
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The proposed algorithm was successfully implemented on the RTVSA platform and tested on
areas in Southern California (see Appendix C, Real-Time Voltage Security Assessment
Algorithm's Simulation and Validation Results). The efficacy of using hyperplanes to
approximate the voltage stability boundaries as well as to identify the associated weak elements
and the “controllable” elements for these boundaries were corroborated.

The approximated voltage stability boundary was compared to results obtained from the GE
Positive Sequence Load Flow Software (GE PSLF) program, which is commonly used in the
Western Interconnection; the results of this comparison were within a few percentages of each
other. The main contributing factor to these discrepancies was the California ISO state estimator
model, which had deficiencies that required manual modifications to get it to solve. The GE
PSLF handles such scenarios differently, and these differences show up in the stability
boundary calculations.

As a final input to development of the functional specification, a second survey was conducted
of vendors and utilities to evaluate existing power system voltage security tools and to identify
industry best practices in using them. The survey collected information on the following topics:

e Interfaces and protocols that are currently used to import/export/exchange data, such as
OPC or CIM/XML, in a power system simulation software, and thus, choose the one
most appropriate for RTVSA tool.

e Available visualization capabilities within existing applications (to identify the best
available solutions and gaps between what is available and RTVSA vision).

e Processing capabilities of available applications, in order to recommend improvements
for the RTVSA tool.

Several vendors and utilities responded to the survey request, providing valuable information
about their tool’s interoperability, processing and visualization capabilities. The detailed
findings from the survey are reported in Appendix D, Real-Time Voltage Security Assessment
Summary Report.

Following presentation and discussion of these research results with California ISO staff, the
CERTS project team developed a functional-specification document for the production-quality
RTVSA tool.

The overall functionality of the RTVSA application was subdivided into three interdependent
modules addressing (1) the input subsystem (including the various interfaces, protocols, and
formats that the tool must support to integrate with the California ISO EMS; (2) the central
server (addressing the various centralized functions such as topology processor, simulation
engine, flat file storage, etc.), and (3) the user interface (operator display consoles and stand-
alone consoles) requirements. The system architecture illustrates the affiliations among the
various modules, as well as the constitutive functionalities of each of the consoles (Figure 9).

The functional specifications fully describe a production quality RTVSA tool that can monitor
voltage stability margin in real time, and help operators manage this margin in real time by
enabling them to more confidently control reactive resources, generation dispatch, and other
resources on the transmission system. The monitoring function is accomplished by integration
of the tool within the California ISO’s real-time network analysis sequence, which will run the
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tool automatically, at five-minute intervals or on demand, after each successful state-estimation
process. The operator support function includes automatic identification of:

1.
2.
3.

Available voltage security margins.
The most dangerous stresses in the system leading to voltage collapse.

Worst-case contingencies resulting in voltage collapse and/or contingencies with
insufficient voltage stability margins.

Contingency ranking according to a severity index for voltage stability—related system
problems.

Weakest elements within the grid, and the regions most affected by potential voltage
problems.

Controls to increase the available stability margin, and to avoid instability.

Information about voltage problems for look-ahead operating conditions and worst-case
contingencies (i.e., contingencies with large severity ranks) that may appear in the
future.

The RTVSA tool also features situational-awareness, wide-area graphic and geographic displays
for two modes of operation: (1) real-time and (2) look-ahead. The functionalities offered by these
two modes of operation are summarized in Error! Reference source not found. below.

RTVSA Modes Study
Real-Time | Look-Ahead Modes
Unidirectional Stressing
Contingency screening & ranking X X X
Real-time alarming X
Voltage profiles x X X
MW/MVAR reserves X X x
Single-line diagrams x X x
Loading margins x X X
Margin sensitivities to reactive support X X X
Ranking of corrective controls X X X
Identification of weak elements x X x
Multidirectional Stressing
2-D, 3-D or N-D Security Regions (Nomograms) X
developed offline
Real-time assessment of operating points X X X
including contingency ranking, margins
Real-time ranking of controls to steer away from the | x X X
boundary

Table 1. Summary of RTVSA capabilities
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Figure 9. RTVSA System Architecture

The final functional specification for the production-grade VSA system was delivered to the
California ISO in March, 2007 (see Appendix E, Real-Time Voltage Security Assessment

39



Functional Specifications for Commercial Grade Application). In summer 2007, the California
ISO used the functional-specification document prepared by the CERTS project team to select a
commercial software vendor to develop a production quality real-time VSA tool and integrate it
into the California ISO’s Energy Management System (EMS). The tool is scheduled to go online
the third quarter of 2008.

2.6. Conclusions and Recommendations
2.6.1. Conclusions

The prototype RTVSA tool developed under this project was based on an extensive analysis of
existing VSA approaches, surveys responses of the leading power-system experts from around
the world, and interviewing vendors on their existing commercial offerings and utilities on
current implementation practices within the industry. The research conducted by the team led
to development of a robust design for a RTVSA tool based on the parameter continuation
technique, and improvements in accuracy and performance from the direct method and
boundary-orbiting technique.

The resulting functional specification has directly supported California ISO’s acquisition and
installation of a production-quality tool incorporating these research findings. The production
quality RTVSA tool will form an integral element of the advanced suite of computational tools
for congestion management that California ISO will utilize for reliability and congestion
management.

2.6.2. Recommendations

The project team recommended and California ISO has since used the team’s functional-
specification document to engage a commercial vendor to deliver a production quality RTVSA
tool. The project team also recommends use the underlying concepts researched for this project
in future research to explore the entire voltage security region in the parameter or power
injection space, including application to a simple one-dimensional approach or to a more
complex multidimensional stressing.

2.6.3. Benefits to California

The RTVSA tool will provide significant benefits to California. Most of the VSA tools that are
currently available commercially are well-suited for the planning environment, where they are
used in an offline mode to conduct studies and define safe operating regions and margins (or
nomograms). However, these nomograms, which are utilized to operate the grid in real time,
tend to be conservative when dealing with uncertainties, worst-case conditions, and any
discrepancies between real-time operating conditions and those used in the offline planning
studies. Therefore, the ability to dynamically adjust voltage security regions to changing system
conditions, and to compute margins in real time that accurately reflect true system conditions,
which are embodied in the RTVSA tool, offer the following benefits to the California ISO and
California utilities:

1. California ISO will immediately benefit from increased reliability.

2. Improved voltage monitoring should also improve the accuracy of locational marginal
pricing (LMP) calculations. which will accompany the roll-out of California ISO’s
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Market Redesign Technology Update. This update seeks to correct problems in
California’s electricity markets that contributed to the market disruptions experienced in
2000 and 2001. This objective is accomplished, in part, through better congestion
management, potentially at lower cost, for the California ISO system;? and

3. The successful implementation of the RTVSA tool by California ISO will likely accelerate
market acceptance of this and similar operating tools, leading to a promulgation of the
first two benefits above to other regions of the country.

? The Market Redesign and Technology Update includes three foundational designs — a full network
model of the electricity grid, an integrated day ahead forward market and LMP. The LMP is the result of
the integrated forward market which provides nodal prices so that all market participants know the cost
of generating power, serving load and resolving congestion at each location on the system. LMPs reflect
physical constraints under all load and system conditions and offer better economic measures and signals
with which to manage the system. These pricing patterns also indicate where additional generation and
transmission upgrades are needed in the future.
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4.0 Glossary

Acronym Definition

BPA Bonneville Power Administration

California ISO | California Independent System Operator

CIEE California Institute for Energy and Environment

CIM Common Information Model

CERTS Consortium for Electric Reliability Technology Solutions

CPR Critical Project Review

DOE Department of Energy

EIPP Eastern Interconnection Phasor Project

EMS Energy Management System

EPRI Electric Power Research Institute

GE PSLF General Electric Positive Sequence Load Flow (GE PSLF is the load-flow
component of the GE power systems analysis package)

IEEE Institute of Electrical and Electronic Engineers

LBNL Lawrence Berkeley National Laboratory

MATLAB MATrix LABoratory (programming language for technical computing from
The MathWorks, Natick, MA

MW Megawatt

MRTU Market Redesign and Technology Update

MVARs Mega Voltage-Ampere Reactive

NERC-WECC | North American Electric Reliability Corporation — Western Electricity
Coordinating Council

PG&E Pacific Gas and Electric

PI Principal Investigator

PIER Public Interest Energy Research

PMUs Phasor Measurement Units

PoC Point of Collapse

PSERC Power Systems Engineering Research Center

RD&D Research Development & Demonstration

RTDMS Real Time Dynamics Monitoring System
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RTSO Real Time System Operations

RTVSA Real Time Voltage Security Assessment
SCADA/EMS | Supervisory Control and Data Acquisition/Energy Management System
SCE Southern California Edison

SDG&E San Diego Gas & Electric

TRP PIER Transmission Research Program
VAR Volt-Ampere Reactive

VSA Voltage Security Assessment

WAPA Western Area Power Administration
WASA Wide-area Security Assessment

WECC Western Electricity Coordinating Council
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Appendices

Appendices are available as separate documents.
Appendix A, Phasor Feasibility Assessment and Research Results Report
Appendix B, Real-Time Voltage Security Assessment Report on Algorithms and Framework.
Appendix C, Real-Time Voltage Security Assessment Algorithm's Simulation and Validation Results
Appendix D, Real-Time Voltage Security Assessment Summary Report

Appendix E, Real-Time Voltage Security Assessment Functional Specifications for Commercial Grade
Application
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Preface

The Public Interest Energy Research (PIER) Program supports public interest energy research
and development that will help improve the quality of life in California by bringing
environmentally safe, affordable, and reliable energy services and products to the marketplace.

The PIER Program, managed by the California Energy Commission (Energy Commission),
conducts public interest research, development, and demonstration (RD&D) projects to benefit
California.

The PIER Program strives to conduct the most promising public interest energy research by part
nering with RD&D entities, including individuals, businesses, utilities, and public or private res
earch institutions.

PIER funding efforts are focused on the following RD&D program areas:

e Buildings End-Use Energy Efficiency

¢ Energy Innovations Small Grants

e Energy-Related Environmental Research

e Energy Systems Integration

e Environmentally Preferred Advanced Generation

¢ Industrial/Agricultural/Water End-Use Energy Efficiency
¢ Renewable Energy Technologies

e Transportation

Real Time System Operations (RTSO) 2006 - 2007 is the final report for the Real Time System
Operations project (contract number 500-03-024 MR041 conducted by the Consortium for
Electric Reliability Technology Solutions (CERTS). The information from this project contributes
to PIER’s Transmission Research Program.

For more information about the PIER Program, please visit the Energy Commission’s website
at www.energy.ca.gov/pier or contact the Energy Commission at 916-654-5164.
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1.0 INTRODUCTION

Phasor technology is one of the key technologies on the horizon that holds great promise
towards improving grid reliability, relieving transmission congestion, and addressing some of
today’s operational challenges within the electric industry. This technology complements
existing SCADA systems by providing the high sub-second resolution and global visibility to
address the new emerging need for wide area grid monitoring, while continuing to use existing
SCADA infrastructure for local monitoring and control.

Recent advances in the field of phasor technologies offer new possibilities in providing the
industry with tools and applications to address the blackout recommendations and to tackle
reliability management and operational challenges faced by system operators and reliability
coordinators. The utilization of real-time phasor measurements in the fields of visualization,
monitoring, protection, and control is expected to revolutionize the way in which the power
grid of the future can identify and manage reliability threats and will respond to contingencies.

Phasor measurement data provide precise real-time direct monitoring capability of the power
system dynamics (beyond the static view currently available via SCADA) at a very high rate.
They also have the capability of accurately estimating and dynamically tracking various system
parameters that provide a quantitative assessment of the health of system under the current
operating condition and the prevalent contingency. In particular, synchronized phasor
measurements provide an accurate sequence of snap-shots of the power system behavior at a
very high rate (30 samples per second) along with precise timing information. The timing
information is essential for real-time continuous estimation of system parameters that classify
the power system. A precise estimate of the load, generator and/or network parameters
consequently provide the most accurate assessment of the system limits of the current operating
system. This time series data along with real-time system parameter estimates based on the
data can be utilized to improve stability nomogram monitoring, small signal stability
monitoring, voltage stability monitoring and system frequency response assessment. A main
advantage of such methodologies is that they can measure actual system states and
performance and do not rely on offline studies for its assessment, nor do they rely on
comprehensive system models, which can be outdated or/and inaccurate.

1.1. Objective

A California PIER funded multi-year project plan aimed at developing Real-Time Applications
of Phasors for Monitoring, Alarming and Control is currently in place. One of the tasks within
this plan is to research and evaluate the feasibility of using phasors for (1) improving stability
nomograms as a first step towards wide area control, (2) monitoring small-signal stability, (3)
measuring key sensitivities related to voltage stability or dynamic stability, (4) assessing
interconnection frequency response. (4) and applying graph theory concepts for pattern
recognition.

The objective of the feasibility assessment study was to propose several approaches for using
these time synchronized, high resolution PMU (Phasor Measurement Unit) measurements and



possibly other EMS/SCADA data for better assessment of the system operating conditions with
respect to their stability limits. Some initial results and research prototypes that were
developed as under this project are also discussed. These prototypes have been developed on
the Real Time Dynamics Monitoring System (RTDMS™) which is the CERTS platform
conducting phasor research.

1.2. Nomogram Validation

The existing nomograms are built in the course of off-line power flow, voltage, transient and
post-transient stability simulations for a “worst case” scenario. The “worst case scenario” may
include

¢ The most limiting contingency conditions,

e Combinations of the critical (most influential) parameters,

e Most influential fault locations (for transient stability studies),
e Critical load demand conditions, and

¢ Generation dispatches.

The necessity of providing robustness to the nomograms is implied by the “worst case”
approach. Thus the nomograms are designed to define secure operating conditions for all real-
life operating situations, even if these situations deviate from the conditions simulated by the
operations engineers when they develop the nomograms.

One more reason that makes the existing nomograms even more conservative is the necessity to
select two or three most influential (critical) parameters to describe the nomograms in a way
that addresses a variety of real-life situations resulting from errors accumulated by system
parameters that are not included in the nomogram.

The nomograms are usually represented graphically on a plane of two critical parameters using
piecewise linear approximation of the nomograms’ boundaries. The boundaries usually have a
composite nature describing different types of operating limits such as thermal constraints,
voltage and transient stability limits, and “cascading constraints”. If the third critical parameter
is involved, the nomogram is represented as a family of limiting curves represented by the so-
called “diagonal axis”. Each of the curves along the “diagonal axis” corresponds to a certain
value of the third critical parameters.

The pre-calculated nomograms are used in the scheduling process, operations planning, and
real-time dispatch. With the implementation of the new California ISO market design, these
nomograms will be incorporated as additional constraints limiting the Security Constrained
Unit Commitment (SCUC) and Security Constrained Economic Dispatch (SCED) procedures.

™ Built upon GRID-3P Platform, U.S. Patent 7,233,843. Electric Power Group. All rights reserved.



Therefore, the limits specified by the nomograms contribute to the costs associated with
congestion and will influence the forward and real-time market prices in California.

The need for a more dynamically adjustable nomogram is well understood at the California
ISO, and several ideas have been generated around the potential use of manually or
automatically adjusted nomograms. This approach could potentially decrease the existing
congestion cost in California which are estimated at up to $500 million a year. The idea of using
the PMU data to improve and adjust the existing nomograms was also proposed by the
California ISO.

In general terms, the proposed concept deals with the tradeoff between the pre-calculated fixed
operating limits that are based on extensive computations (which tend to be more conservative
due to the uncertainty about the applications) and the limits calculated in real time and adjusted
to the current system conditions (which must be computationally less expensive, but based on
better knowledge of current conditions). By shifting the focus from some of the pre-calculated
operating constraints to real-time calculations, it is possible to build more flexible nomograms.

Specifically, the use of real-time measurements provided by PMUs and the results of real-time
stability assessment applications can complement the existing nomograms by making the pre-
calculated nomograms less conservative. These measurements can also provide data to select
critical nomogram parameters for visualization based on real-time information and determine
new areas and situations where additional nomograms may be required.

At the same time, there are several limiting factors that need to be considered while addressing
these tasks:

e The nomograms reflect various contingency and system conditions. The real-time
measurements reflect just the current system state/contingency, and therefore are not
indicative of potential stability problems that might happen for the same load and
generation pattern under different contingency conditions or under heavier loading
conditions

e Although PMUs can track the dynamics of certain grid variables in real time, there are
only a limited in number of PMUs distributed over a wide area. Since PMUs do not
provide full observability of the system state — additional data from the state estimation
and SCADA may be required

e The number and location of the existing PMUs may not be adequate to the task of
monitoring of local stability limits such as those induced by voltage stability problems

Nevertheless, phasor measurements do provide wide area observability of system swing or
oscillatory dynamics where the state estimator performance is too slow, and certain approaches
that exploit these attributes can be suggested for nomogram validation purposes.



1.3. Small-Signal Stability Monitoring

Low frequency electrical modes exist in the system that are of interest because they characterize
the stability of the power system and limit the power flow across regions. While there is a
danger that such modes can lead to instability in the power system following a sizable
contingency in the system, there is also the risk of these modes becoming unstable (i.e.,
negatively damped) due to gradual changes in the system. The ability to continuously track the
damping associated with these low frequency modes in real time and under normal conditions
would therefore be a valuable tool for operators and power system engineers.

Recently there have been efforts to identify these low frequency modes under normal operating
conditions. The concept is that there is broadband ambient noise present in the power system
mainly due to random load variations in the system. The random variations act as a constant
low-level excitation to the electromechanical dynamics in the power system and are observed in
the power-flows through, or phase angle differences across, a transmission line. Assuming that
the variations are truly random over the frequency range of interest (the oscillations typically lie
between 0.1 to 2Hz), the spectral content of power-flows across tie-lines obtained from phasor
measurements can be used to estimate the inter-area modal frequencies and damping.
Operators would be alarmed if the damping of these modes falls below predetermined
thresholds (e.g. 3% or 5%).

1.4. Voltage Stability and Measurement Based Sensitivity
Computations

Sensitivity information, such as voltage sensitivities at critical buses to increased loading, have
traditionally been computed by power system analysis tools that require complete modeling
information. With the precise time synchronization and the diversity in the measurement sets
from PMUs (i.e. voltage and current phasors, frequency, MW/MVAR flows), it is possible to
correlate changes in one of these monitored metrics to another in real-time and, therefore,
directly measure and quantify such dependencies.

While voltages at key buses and their respective voltage sensitivities to additional loading are
important indicators of voltage stability, for a complete voltage security assessment it is also
essential to monitor and track the loading margins to the point-of-collapse and also account for
contingencies. Fortunately, phasor measurements at a load bus or from a key interface also
contain enough information to estimate the voltage stability margin and define a Voltage
Stability Index for it. It is a well-known fact that for a simplistic two-bus system with a constant
power load (i.e., a constant source behind an impedance and a load), the maximum loadability
condition occurs when the voltage drop across the source impedance is equal to the voltage
across the load. Hence, the idea is to use the phasor measurements at the bus to dynamically
track in real-time the two-bus equivalent of the system (a.k.a. Thevenin equivalent). As these
Thevenin parameters are being tracked dynamically, they reflect any changes that may occur in
the power system operating conditions and consequently provide the most accurate assessment
of loadability estimates.
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1.5. Frequency Response Assessment

Recent task force studies show evidence of degrading reliability performance over the years.
For example, the Frequency Response Characteristic (FRC), which is a measure of the
Interconnection’s primary frequency control to significant change in load-generation balance
and the initial defense towards arresting its decline and supporting the system frequency, is at a
decline. FRC survey results gathered for the observed frequency deviations over various
outages indicate that the Eastern Interconnection’s Frequency Response has declined from
about -3,750 MW/0.1Hz in 1994 to less than -3,200 MW/0.1Hz in 2002 (i.e., an 18% decline) while
load and generation grew nearly 20% over the same period [13]. A similar decline has also been
observed in the Western Interconnection’s Frequency Response. Theoretically, Frequency
Response should have increased proportionally with generation and load. In the past many
control areas carried full reserves for their individual largest contingency and some for multiple
contingencies. However, competitive pressures and greater reliance on reserve sharing groups
(RSG) have reduced reserves and safety margins. If these trends continue, they may jeopardize
the interconnection’s ability to withstand large disturbances and move the system closer to
automatic under frequency load shedding.

The sub-second resolution associated phasor measurements is sufficient to accurately track the
frequency response following a major disturbance such as a generation trip. By monitoring the
frequency trends during the first 2-10 seconds after such an event, (i.e. time scales typically
associated with the primary control), and mapping this change in frequency to associated MW
change in the system (which may also be available directly from PMU measurements), one can
build a database of the interconnection Frequency Response over time.

1.6. Graph Theory based Pattern Recognition

Graph theory techniques can be used to characterize, monitor and assess the global behavior of
the power grid, as well as to detect anomalies in the system. In particular, correlation between
measured phase angle signals may be used to develop network graph whose noted denote the
correlation in phasor measurements. One could then apply graph-theoretic tools to segment
the measurements into a small subset of signals for real time monitoring by a human operator.
The network-level analysis approach may be further applied to perform anomaly detection at
the topological level, where the entire network might be undergoing significant but incremental
changes in response to an anomalous event as well as to identify the focal root cause of the
anomalous behavior by evaluating graph-theoretic distance measures.
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2.0 METHODOLOGIES FOR USING PHASORS FOR
STABILITY NOMOGRAMS

2.1. Improving Existing Nomograms using Real-Time Phasor
Measurements

The real-time operating conditions can deviate from the simulated conditions that have been
used to build the pre-calculated existing nomograms. The existing nomograms have been
developed using a very limited number of critical parameters that can hardly reflect the changes
of the remaining system parameters that are not included in the nomograms. The nomograms
are based on the linear approximation of the operating limits. These and other considerations
introduce conservatism in the “worst case” nomograms in order to robustly cover these
uncertainties and inaccuracies. These conservative limits adversely affect the definition of
congestion costs on the one hand, and do not completely exclude system problems on the other
hand. These circumstances create opportunities for using the real time data including the PMU
and EMS/SCADA data to improve and supplement the existing nomograms. These
measurements could conceptually validate the existing nomograms in the following ways:

Detection of potential “holes” in the existing nomograms (Figure 1) - The real-time
monitoring of the system conditions could help to detect potential situations where the
existing nomograms are not capable of detecting system problems. The feasibility of this
real-time functionality strongly depends on the observability of system states and
parameters needed for this task (this is why a combination of EMS/SCADA and PMU data
may be required), and the time resolution of the data required to capture dynamic
processes in the system.

Actual Real
Critical LT T / Time Limit

Parameter
1

Real-Time
Security
Indicators

Nomogram

Operating
Point

Critical
Parameter
2

Figure 1: Detecting potential “holes” in the nomograms
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Detection of excessive “conservatism” in the existing nomograms - This feature can help to
detect potential situations where the existing nomograms are excessively limiting. The
elements of this approach can be described as follows (see Figure 2):

Actual Real
. . “#¥-.._Time Limit
Critical
Parameter /
1 Potential

Nomogram Nomogram

Bottleneck

e

Operating
Point

Critical
Parameter
2

Figure 2: Detecting excessive “conservatism” in the nomograms

The essential elements of the proposed approach can be described as follows:

e At the current operating point, monitor the system security indicators? using the PMU,
SCADA, and State Estimation data. These indicators can be thermal limits, voltage
limits, or other stability indices.

e Monitor the relative position of the current operating point against the “walls” of the
relevant nomogram.

¢ Generate signals to the real-time dispatchers whenever (i) the real-time security indices
indicate approaching limiting conditions —i.e. potential “hole” in the nomogram (ii) the
operating point reaches the nomogram walls —i.e. potential conservatism in the
nomogram.

e Memorize the snapshot whenever the security indicators signal the problem before a
vicinity of the nomogram boundary is reached. This information can be used offline to
“repair” the pre-calculated nomogram.

2 Under the current CEC-CAISO Project Plan, the various new stability metrics that are planned for research and
development under the “Monitoring” and “Small-Signal Stability” tasks could be used as stability indicators here.
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Note: It is important to use this information with caution, because the current operating
condition can be very different in comparison to the “worst case” condition implied by the
nomogram. The nomogram “repair” should be only authorized when sufficient statistical data
has been gathered to indicate the need for this change. The measurement data needs to be
augmented with contingency computations based on this data in order to be applicable to
updating nomogram walls that account for n-1 security under contingencies.

For local limit assessment purposes, additional PMU units could be recommended to be
installed in certain critical locations to provide full observability of the known problem regions
so that all the critical and most influential set of parameters and states can be evaluated in real
time with very high resolution. In existing systems, the information on possible violations
becomes available to the grid operator with resolution from several seconds (within the
SCADA/EMS cycle) to several minutes (as a result of the State Estimation cycle). Even if the
nomogram monitoring feature is available to the real-time dispatchers at all, the existing
systems may have delays that may be critical in some emergency conditions. Sudden
unanticipated changes (for instance, the ones that may be precursors of an approaching
blackout) and other rapid dynamic processes are hard to capture on time frames based on the
SCADA or EMS information. Short-term parameter trends, which could lead to instabilities,
and which are so important for predicting violations and real-time decision making, are almost
impossible to identify in the existing systems.

The use of PMUs to monitor existing nomograms would help to provide a tighter real-time
monitoring of the operational limits. The sub second information from the problem area would
increase the situational awareness of the real-time dispatch personnel and allow for more time
for timely manual and automatic remedial actions in the future (Figure 3).
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Figure 3: Use of additional PMUs to monitor existing nomograms in real-time

2.2. Use of PMUs for Reduced Dynamic Equivalents and Transient
Stability Assessment

Although phasor measurements cannot describe the complete system dynamics they seem to be
well suited to identifying reduced dynamic equivalents. Here, a reduced dynamic model
designed to capture some aspect of the system dynamics is assumed and the phasor
measurements are used to estimate the current parameters of the reduced dynamic model in
real time.

For example, the simplest dynamical equivalent is the swing equation for a single machine
infinite bus system. With phasor angle measurements from a pair of critical points across the
grid, the dynamics of the difference of the two angles can be used to fit the swing equation
parameters such as synchronizing and damping torque. This swing equation would capture an
aspect of the dynamics between the two areas in which the measurements were taken.
Measurements could also be used to identify more elaborate multi-machine dynamic
equivalents that would better capture aspects of the western area dynamics. One approach
would be to combine together phasor angle measurements in one area to obtain a combined
phasor angle measurement representing a lumped node in the reduced dynamic mode
representing that area.
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These reduced dynamic equivalents may be used in both in transient stability and small-signal
oscillatory stability studies. For transient stability, the method relies on identifying a group of
machines that separate from the other machines given a particular contingency. The machine
groups are assumed to swing together. Consider phasor measurements from two groups - one
inside the separating group of machines and one outside the separating group. These two
groups of phasor measurements could be used to identify the parameters of the single machine
equivalent in the pre-fault system. The change between the fault-on and pre-fault systems
could be determined by offline simulation. The same change applied to the measurement based
prefault system can be used to obtain an estimate of the fault-on system trajectory. Such a
transient stability assessment could be usefully applied to studied patterns of transient stability
that cause known separations and to the binding transient stability limits. For oscillatory
stability, such reduced dynamic models may capture the low frequency oscillatory modes. An
advantage of such a model-based approach is that it may be used to quickly obtain corrective
measures to suppress oscillations or increase their damping.

Note: The use of the reduced dynamic equivalent is limited by the extent to which a simpler
reduced dynamical model can usefully approximate the entire dynamics. However, in general,
the assumption of a dynamic model allows for fewer measurements than in a static model
because dynamic observer methods become feasible.

2.3. New Concept of Wide Area Nomograms

Although the existing set of PMU measurements do not provide complete system observability,
they could nevertheless provide wide-area visibility and one could conceptualize a completely
new type of Wide-Area Nomograms for monitoring. The proposed concept relies on the
hypothesis that for these wide-area nomograms, nodal voltage angles (or magnitudes) may
provide a more convenient coordinate system for measuring certain stability margins when
compared with nodal power injections that are traditionally used for this purpose. In this case
the phasor measurements would be ideal candidates for monitoring system conditions with
respect to these wide-area nomograms. A frequently proposed simple form of the wide-area
nomograms consists of inequalities applied to the voltage angle differences measured at
different locations within the Interconnection — see Figure 4.

856, <™, i,]=123,.,n (1)

It is intuitively clear that large angle differences indicate more stress posed on the system, and
that there are certain limits of this stress that make the system unstable or push it beyond the
admissible operating limits such as thermal or voltage magnitude limits. At the same time,
conditions applied to the angle differences are quite primitive and do not provide an acceptable
accuracy of approximation of the power flow stability boundary, especially due to the nonlinear
shape of this boundary.
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The most convincing argument for using angles for the nomogram coordinates instead of the
more traditional power flows (e.g. interface flows, total generation, total load, etc) is that angles
are a more direct measure of transient stability, and therefore better coordinate system for
observing transient stability. In particular, the implications of any topology changes, such as
line outages, are directly observable in the angle measurement which may otherwise be absent
in the MW flows — the angle difference across the interface increases when a line opens while
the net MW flows through a corridor may remain unchanged (i.e. the excess power is rerouted
through the other parallel lines). For this very reason, while the boundaries of conventional
nomograms need to be adjusted to reflect topology changes, the boundaries of nomograms in
the new angle coordinate system may be more static and consequently prove to be a more
appropriate for monitoring and assessing proximity to instability.

The above mentioned scenario is illustrated by actual event that occurred on June 18™ 2006,
when a Malin-Round Mountain transmission line outage occurred which redirected the net
power flow through the other two lines (Malin-Round Mountain 2 & Captain Jack-Olinda) that
collectively define the California Oregon Interface (COI) path. The net COI flows, however,
remained unchanged.
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Figure 4: MW Flow and Angle Difference tracking across COI — (a) the net MW flows remained
unchanged (b) the transmission outage was captured by angle difference.
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Note: Net MW flow across COI before event = (1207 + 1190 + 1235) = 3632 MW
Net MW flow across COI after event = (0 + 2123 + 1583) = 3706 MW

The above figures illustrate how net COI power flow did not change after the line trip, but, the
phase angle difference across COI changed by 3.88 degrees indicating greater stress.
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Additionally, the fact that angle differences at other regions did not change seems to suggest
that monitoring these angle difference changes can also be used to indicate the location of the
event).

A better approximation of the wide-area nomograms could be achieved by applying more
precise approximating conditions representing linear combinations of the voltage angles
determined at different locations within the Interconnection. A hypothetical wide area
nomogram for three angles (shown in Figure 4) could be described by the following set of
inequalities:

P10, + P10, + 1,0, < 51max
P20, + P20, + 05,0, < 52max

P6r + P20, + Pd, < 5r:ax

Figure 5 shows a conceptual view of the simple angle difference nomogram (a) and advanced
angle nomogram (b). The angle difference nomogram is basically a set of straight lines
corresponding to different levels of 0s. The advanced angle diagram gives a set of broken
straight lines that can be adjusted to provide a better accuracy of the stability boundary
approximation. It is clear that the advanced angle nomogram can follow the actual nonlinear
shape of the stability boundary much more closely and consequently provides much better
accuracy than the simple angle difference nomogram. The advanced angle approach, solely
based on the angle differences, is more related to the static angle stability and active power
“loadability” of the Interconnection.

19



CANADA

UNITED [STATES

55

MEXICO

Figure 5: Western interconnection transmission paths

20



Approximations

! Approximations
at different &, PP

at different o,

N

0,
\ 53=90°
/‘ o

Actual Stability ' Actual Stability

Boundary Boundary

atd;=90° atd,=90°

(a) (b)

Figure 6: Conceptual view of simple angle difference and advanced angle

nomograms

An even more accurate approximation can be achieved by the use of Cartesian coordinates
instead of the polar coordinates, and by the use of m linear combinations of active and reactive
components of the nodal voltages measured at different locations 1... n in the system describing
the proposed wide-area nomograms:

aV, + BN, +a N, + BN, +..+a N, + BN <y, i=1..m 3)

Numerical experiments with the use of Cartesian coordinates on the test example in Figure 6
show that the stability boundary has a “more linear” shape and consequently is more accurate
in its approximation.
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Figure 7: A cutset of stability boundary in rectangular coordinates of nodal
voltages (New England test system)®

Hence, a new concept of measuring the stability margin by distances calculated in the space of
nodal voltages can be suggested.

While angles may be more conducive to monitoring stability, MW flows are still the true
controllable variables in the power system. Hence, understanding the relationship between
angle differences across a critical interface and MW flows through it is still important. ~ Figure
8 show the net MW imports into California through the California-Oregon Intertie (COI) over a
24 hour period under normal system conditions. Also shown is the angle difference between
John Day (a substation up north in Oregon) and Vincent (a substation down south in southern
California). The close correlation between these two trends suggest (1) using well chosen angle
difference pairs to monitor stability does capture the conventional information present from
monitoring the MW path flows while having the added advantage of also reflecting topology
changes as mentioned earlier; (2) the relationship between flows and angle differences can
easily be ascertained from similar trends - e.g. Figure 8 trends suggest a 15 degree angle
change for 1,000 MW increase in COI flows.

3 Y.V. Makarov, V. A. Maslennikov, and D. J. Hill, “Calculation of Oscillatory Stability Margins in the
Space of Power System Controlled Parameters”, Proc. International Symposium on Electric Power
Engineering Stockholm Power Tech: Power Systems, Stockholm, Sweden, 18-22 June 1995, pp. 416-422.
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Figure 8: Correlation between MW flows across critical flowgates and angle difference pairs

To better understand the behavior of these nodal voltage angles, these measurements were
gathered over several hours by PMUs from different geographic locations within the Western
Electricity Reliability Council (WECC) phasor network was used to generate the plots in Figure
9 (a) and (b). Using one of the three nodal voltage angles as the reference, the relative angles at
the other two locations was plotted in angle-angle space. In these plots, each set of hourly data
is represented by a different color as indicated by the legend. The fact that these trends fall
along a narrow and almost linear corridor in this angle-angle space indicates that the behavior
of these relative angles is highly correlated with each other. The directionality of this corridor
on the other hand is representative of the interdependence of the interaction. For example, if
angle differences are indicators of static stress across the grid, then the orientation of the trends
in (a) suggests an increase in the stress across one interface implies an increase in the stress
across the other interface. However, the trend orientation in (b) suggests the contrary - an
increase in the stress across one interface causes the relief of the stress across the second
interface. This strong correlated behavior also suggests that limited observability with a few
PMU s at key locations may be adequate to capture the system dynamics from a global
prospective.
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Figure 9: PMU Measurement based phase angle trends in angle-angle space

2.4. Use of PMUs for Wide-Area Voltage Security Assessment

A California PIER funded parallel effort by Consortium for Electricity Reliability Technology
Solutions (CERTS) is currently underway in developing a Voltage Security Application (VSA)
that runs in real time and provides real time dispatchers with real time reliability metrics
related to voltage stability limits. The VSA application under development will be linked to the
CAISO EMS system model and data. It will be used to develop and approximate voltage
security regions (a type of multi-dimensional nomograms) using linear approximations or
hyperplanes, calculate voltage stability indices. In addition, VSA will identify and display
abnormal low voltages, weak elements and places in the system most vulnerable to voltage and
voltage stability related problems. This application will also perform contingency analysis and
provide the system operators with contingency rankings based on voltage problems for the
purposes of system monitoring and selecting preventive and emergency corrective actions.

The VSA platform described above can easily be expanded to study wide-area voltage stability
problems by selecting global stressing directions and developing the corresponding security
regions. The algorithms being developed in the VSA application provide voltage magnitude
and angle information, as well as their corresponding sensitivities and participation factors in
voltage collapse. Hence, while the proposed VSA framework uses data from the CAISO state
estimator and assumes full observability, this same VSA framework could also be used to
develop wide-area nomograms whose coordinates would be nodal voltage magnitudes and
angles, and the PMU measurements could directly be used to monitor the system conditions
with respect to these new nomograms for a wide-area security assessment ( Figure 10).
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Figure 10: Voltage stability boundary developed in angle-angle space

2.5. Augmenting Existing Nomograms using Small-Signal Stability
Assessment

Although small signal stability models and analysis tools are not widely used in the Western
Interconnection, there is a growing interest to better understand small-signal stability limits and
possibly build associated nomograms for the WECC system. This is based on the observation
that some types of potential instabilities could manifest themselves ahead of time through
growing oscillations observed in the system. For example, it has been noticed that insufficient
frequency response in California could lead to changes of the power flow patterns in post-
transient conditions and may lead to additional limits of the Operating Transfer Capability
(OTC) on the Oregon-California interties. The nature of these limitations is related to growing
oscillations. The low frequency oscillations observed in the system are consequently of interest
because they characterize the stability of the power system and limit the power flow across
regions. While there is a danger that such modes can lead to instability in the power system
following a sizable event in the system, there is also the risk of these modes becoming
negatively damped or unstable due to gradual changes in the system. The ability to
continuously track these modes and assess their stability would therefore be a valuable tool for
power system engineers. Fortunately, the high resolution and wide-area visibility that PMUs
offer are well suited to observe these modes and assess the damping associated with these low
frequency modes in real-time.
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Small-signal stability software can be an essential addition to the real-time monitoring
capabilities offered by PMU measurements. State estimation results coupled with small signal
stability models can help to identify the origin of poorly damped oscillations. The identification
of oscillatory parameters such as magnitude, damping and frequency are needed before one can
select measures to increase the stability margin.

The PMU snapshot data recording can be activated by poorly damped oscillations registered by
PMUs and identified by the Small-Signal Stability Monitoring applications. Parameters of these
oscillations such as frequency, magnitude, and damping can be identified using special
algorithms. Subsequent offline analysis using small-signal and transient stability models will
reveal how close these models are to reality. The use of offline models will help to better
understand the origin and nature of these oscillations. Questions such as what changes in the
system cause oscillations and the identification of a small set of descriptive variables that
capture the phenomena are also some of the central issues related to the existing modal analysis
tools.

Research work could be conducted to investigate the validity of such an approach. The objective
of this study could be to screen the WECC system for locations where the Operating Transfer
Capability (OTC) is limited by oscillatory problems. Then the typical frequencies could be
determined. The next step is to find the places where these oscillations are better observable,
and associate these locations with PMU placement. Oscillation-related OTC limits could be
compared with the existing nomograms, or may indicate the necessity of building additional
nomograms. After such a set of verification and validation procedures, the results of the PMU-
based modal analysis could be used to detect potential violations in real time. Finally this will
lead to the improvement of the pre-calculated nomogram limits based on real-time PMU data
by observing the differences between the pre-calculated OTC and the real transfers at which the
oscillations start to grow.
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3.0 ALGORITHMS FOR MONITORING SMALL-SIGNAL
STABILITY WITH PHASOR MEASUREMENTS

The underlying assumption enabling swing-mode estimation is that the power system is
primarily driven by random processes when operating in an ambient condition. An ambient
condition is one where there is no significant disturbance occurring within the system. The
primary driving function to the power system is the random variations of the loads. It has been
shown that under such an assumption, the resulting power-system signals will be colored by
the system dynamics. This coloring allows one to estimate the swing-mode frequencies and
damping terms.

Consider the signal flow diagram in Figure 11 representing the excitation of a power system
from random load variations. v(t) is a vector of random components added to each load; each
element independent of the other. The output yi(t) is the ith measured signal at time ¢, and (t)
is measurement noise located at the transducer. In general, si(t) is a relatively small effect when
quality instrumentation is employed; therefore, its effect is often negligible. Theory tells us that
because v(t) is random, each yi(t) will also be random. But, yi(t) is colored by the dynamics of
the system.

—>

random load : Power output y,(t)
variations v(t) [ J System
_> ¢ +
measurement
noise z4(t)

Figure 11: Signal flow diagram.

Assuming a linear system mode, the output yi from Figure 11 can be written in auto-regressive
moving-average (ARMA) form as

n p ml|
y,(KT)= Zajyi(kT —jT)+ Z[Zb“jvl(kT - jT))wk(kT), i=1,2,..., 1 (4)
j=1 I=1\_j=0

where 1, is the number of output signals measured, T is the sample period, k is the discrete-time
integer, n is the order of the system, p is the order of vector v, and mi is the MA order of the ith
output for the /th input. The autocorrelation of yi is defined to be

(@)= Edy; (KT )y, (KT —aT)} (5)

where E{O}is the expectation operator. Over a finite number of data points, the autocorrelation

is approximated by
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(@)= Y ykT)y(T aT) ©

k=gq+1

where N is the total number of data points. Using the same analysis in [1], it can be shown that
the autocorrelation satisfies

r@)=-2a@-j),q>m @)
i-1
where m = max(mi). Another useful relationship involving the autocorrelation is
Si(@) = Fir(@)} = El (o)) (o)) ®
() = FiSi()] ©)

where F {0} is the Fourier transform operator, Y, (a)) is the Fourier transform of yi(t) at
frequency o, and Yi*(a)) is the conjugate of Y; (a)) Sii is termed the power spectral density (also

referred to as the autospectrum) of yi. Effectively, it represents the energy in a signal as a
function of frequency. If one knows the Auto-Regressive (AR) g; coefficients in (4), then the
system poles (or modes) can be calculated from the following equations.

z, :roots(z”+alz”’1+...+an),j=1, 2,..,n (10)
In(z,
5, = &J) (11)

3.1. Algorithms to Estimate the System Modes Using Synchronized
Phasor Data

Estimating a power system’s electromechanical modal frequency and damping properties using
ambient time-synchronized signals is achieved by using parametric system identification
methods. Three estimation algorithms to solve the AR coefficients and thus the system modes
have been well studied for application purposes and they are:

¢ Modified extended Yule Walker (YW),
¢ Modified extended Yule Walker with spectral analysis (YWS), and
e Sub-space system identification (N4SID).

(1) Modified Extended Yule Walker (YW)

The original Yule Walker algorithm is used to estimate the AR parameters and thus the
system poles. The extended modified Yule Walker (YW) algorithm is a modified version of
the original Yule Walker algorithm with extension to multiple signals for the analysis of
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ambient power system data, namely, frequency data, voltage angle data, and etc. The
algorithm starts by expanding (7) into matrix form as

r,(m) r(m-1) - rm-n+1) ja r(m+1)
ri(m.+1) ﬁ(fﬂ) - L (m -n+ 2) % |__ fi(m.+ 2) (122)
rm+M-1) r(m+M-2) --- rr(m+M—-n)]|a, r(m+M)
or
Ra=-r, (12b)
For each output, (12) can be concatenated into one matrix problem as
R r
7= " (13)
Ry, Lo,

The steps for solving the YW algorithm involve

e Estimating autocorrelation terms using (6),

e Constructing autocorrelation matrix equations (13),

¢ Solving the equations (13) for the AR coefficients,

¢ Solving the coefficients equation (10) for the discrete-time modes, and

¢ Converting the discrete-time modes to the continuous-time modes using (11).

(2) Modified Extended Yule Walker with Spectral Analysis (YWS)

The modified extended Yule Walker with Spectral analysis (YWS) follows the same
procedure as the YW method to estimate the system modes, i.e., that the system modes are
solved from AR coefficients which in turns are solved from the system autocorrelation
matrix equations. However, the YWS algorithm estimates the system autocorrelation terms
from its spectrum (9), while the YW algorithm estimates the system autocorrelation terms
directly from data samples (6).

(3) Sub-Space System Identification (N4SID)

The third algorithm considered for mode estimation is the time-domain subspace state-
space system identification algorithm known as N4SID. The reader is referred to [2] and
[3]. Application of the N4SID algorithm to ambient power system data is described in [4].
The algorithm used for this report is implemented in the Matlab function “n4sid” available
with the system identification toolbox. Because of the complexity and length of the
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algorithm, it is not repeated here. Similar to the YW and YWS algorithm, the N4SID
algorithm provides an estimate of the system’s characteristic equation parameters.

3.2. Mode Selection

When applying the previous mode estimation algorithms, one ends up estimating many “extra”
modes due to numerical over fitting. A fundamental problem is determining which of the
modes are actually contained in the system and which are numerical artifacts. This problem is
addressed by developing a method of calculating the most “dominant” modes in a signal. The
dominant modes are then judged to be the ones contained in the system.

Because the signals are random, one cannot directly calculate the energy of a given mode within
the signal. But, one can estimate the “pseudo energy” of a given mode within the
autocorrelation function. If one takes the Z-transform of the equation (7) and solves for ri(g) in
parallel form, one obtains

r(a) = Z Bijz?_m_1 ,q>m (14a)
-1

where z; is the jth discrete-time pole, and Bij is termed the residue for pole zj and output i
referenced to time m+1. This is expanded into matrix form as

z7 z; - 7y |Bu| | n(m+D)
7 z; 7, || By _ r(m+2) (14b)
22 8] [mem)

Equation (11) can is solved for the unknown Bjj terms. The “pseudo mode energy” of mode j in
signal i is then defined to be

E; = B;B, qz_;[(Z? )(Z? )] (15)

To select estimate a mode in a signal, the following steps are conducted:

¢ One of the three algorithms (YW, YWS, or N4SID) is used to estimate the system modes
(zi, i=1,...,n for discrete-time; s;, i=1,...,n for continuous time).

e The pseudo modal energies are calculated by solving (14) in a least-squares sense and
(15).

e The modes within a specified region of the s-plane are saved and ordered according to
their energy.
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3.3. Algorithm Tuning

To use each of the algorithms, several analysis parameters must be selected. This includes all
the parameters in equations (4) through (15).

— N =number of data points used for analysis (required for all algorithms). Note that Trt =
T*N.

— T =sample period for collecting data (required for all algorithms).

— no=number of signals to analyze (required for all algorithms).

— n=model order (required for all algorithms).

— m=MA order (required for YW, YWS, and mode selection algorithms).

— Mar = number of samples of the autocorrelation function used to solve for the AR
parameters. This equal to M in equation (9a). Required for the YW and YWS algorithms.

— Np=number of samples used for the pwelch function in YWS.

— Mres = number of samples of the autocorrelation function used to solve for the residue
parameters. This equal to M in equation (10b). Required for the all three algorithms.

Extensive research on how to select these parameters has been done [5]. The research includes

testing and evaluating the algorithms by Monte-Carlo simulations on a test system as well as

analysis of WECC PMU data. The recommended analysis parameters from the research are:

T=0.2sec.

Tt = 5 minutes or greater

1o =1 to 4 signals

n =25 m=10 for YW and YWS.
n =20, m=>5 for N4SID.

Mar = Mres =10 sec.

The above algorithms were applied to western system data. Approximately 2 hours of ambient
data was collected from several PMUs within the WECC system on March 7, 2006. Extensive
spectrum analysis was conducted on the data to determine the modal content. Analysis of the
data indicated that frequency error estimated from finite-difference of the voltage angles
provided quality data.

Table 1 summarizes the results from the spectral analysis. As typical of the WECC system with
Alberta connected, the system is dominated by the 0.265-Hz “Intertie” mode and the 0.385-Hz
“Alberta” mode. Several higher-frequency weaker inter-area modes are also described in

Table 1.

The first step in the modal analysis is to select the appropriate signals. The goal is to select
signals with high observability (i.e., large peaks in the power spectrum) of the “Intertie” and
“Alberta” modes and low observability of the other modes. This is most easily done by
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subtracting two signals that oscillate out of phase from each other at the frequencies of interest.
Scanning

Table 1, one sees that the following signals are excellent choices for estimating the two modes
of interest:

¢ (Grand Coulee Handford) — (Big Creek 3 230kV)
¢ (John Day) - (Vincent 230kV)

The 10 min. analysis window was applied to just over two hours of ambient data by sliding it in
5 min. steps. This results in 25 total mode-meter analyses. For each case, the two modes with
the largest pseudo-energy terms in the region of the s-plane bound by 0.2 Hz, 0.5 Hz, and 20%
damping were estimated with a mode-meter algorithm. The s-domain plots of the results are
shown in Figure 12. The two dominant “Intertie” and “Alberta” modes are observable within
this data set and shown on the plots. All three algorithms are able to identify these modes with
consistent results and comparable performance. Additionally, while the modal frequencies are
relatively constant over the entire duration of the data set, there appears to be much greater
variability in the % damping (i.e. 5% - 20% damping) over time. Additionally, a longer term (24
hours) behavior of the “Intertie” mode (frequency & damping) and corresponding California-
Oregon Intertie (COI) loading conditions for different is shown in Figure 13. This plot shows a
great deal of variability in the % damping over the 24 hour period.
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Figure 12: Mode estimates for WECC data

32



Figure 13: Long-term Intertie mode trends (frequency & damping) with varying COI flows

Furthermore, in addition to the modes estimation algorithms discussed above, it is also
desirable to understand the observability of a mode at a particular monitoring location. Such
information will be helpful in identifying appropriate points for control actions towards
mitigating poor damping situations. Waterfall plots, which are series of power-spectrum
snapshots of a monitored signal over time, are important for such investigation. The waterfall
plot for the COI flows over the latter half of 24 hour period is shown in Figure 14, where the
power-spectral density within the frequency range of interest (y-axis) and its recent trends over
time (x-axis) are illustrated. The magnitude of the power spectra shown along the z-axis (color-
coded) truly indicates the power inherent in the selected signal and is interpreted as the square
of the rms of the magnitude of the components in the signal along the frequency axis. Note
that the variability observed in the % damping at 0.25 Hz (Figure 13) is also visible in the
power-spectral density at the same 0.25 Hz — i.e. as this mode’s damping changes over time, the
spectral peak at this modal frequency becomes more/less prominent. Such modal variability
over longer term time scales (minutes and hours) needs further investigation.
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Figure 14: Long-term Intertie mode spectral trends with varying COI flows
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3.4. Implementation of Small-Signal Stability Monitoring Prototype
Tool

During 2006, a Small-Signal Stability Monitoring application that utilizes the above mentioned
algorithms to monitor and track the low frequency modes prevalent within the power system in
real time and under ambient system conditions, was developed. The application underwent
field trial at both the CA ISO and BPA, prior to being migrated onto production hardware and
installed in the CA ISO control center in June 2007. A sample operator display from this tool is
shown in Figure 15.

Figure 15: Small-Signal Stability Monitoring Display

Some of the visualization capabilities that are available within the Small-Stability Monitoring
tool include:

e Color-coded ‘speedometer’ type gauges that provide information on damping ratios and
damping frequencies of the observable modes in the system. The sub-areas within each
gauge are color coded to represent different ranges of damping ratios —i.e., a 5%-20%
damping ratio shown in green indicating a safe operating region; a 3%-5% damping
ratio in yellow indicating an alert condition; and less than 3% damping ratio shown in
red representing an alarm situation. The positions of the needles swing back and forth in
real time to indicate the current damping ratios of the system modes.
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Mode tracking plot that offers valuable information on the most recent modal trends to
operators (Figure 16). Here the most recent (red crosses) and the historical (white circles)
modes are shown within a 2-dimensional Frequency (in Hz) vs. Damping (in %) plane.
Hence, the recent damping ratio patterns can be traced by observing the trace of the
modes along the horizontal axis on the plot. Similar to the above mentioned mode
meter gauges, yellow and red lines set the thresholds for the alert- and alarm-level of
damping ratio on the plot.

Waterfall plot which is a joint time-frequency domain plot and an illustration of the
power-spectral density within the frequency range of interest (typically 0.1Hz — 1Hz for
inter-area electro-mechanical modes) and its recent trends over time.

Mode Estimates
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Figure 16: Sample Mode Tracking Plot
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Figure 17: Sample Waterfall Plot

It is important to mention that appropriate pre-processing of the data prior to running the
algorithms is critical to performance the tool and the accuracy of the modal estimates. Data
pre-processing stage includes removing outlier and missing data, detrending, normalization,
anti-aliasing filtering and down sampling, etc. Additionally, to help focus on the interested
range of frequency of the modes (i.e., the range of wide-area oscillations), proper post-
processing is also desired. Post-processing includes setting the maximum number of modes for
display, setting the maximum associated damping ratio, setting the energy threshold for the
modes, and setting proper frequency range. These pre- and post-processing stages have been
incorporated into the mode the prototype and are end-user configurable (Figure 18).

37



PMU Data

L

Pre-Process

U

Modes
Estimate

1

Post-Process

1l

Displays

Figure 18: Block Diagram for the
Small-Signal Stability Monitoring Tool.

In late 2007/early 2008, the Small Signal Stability tool’s algorithms, visuals and feature set were
further enhanced based on additional research and end user feedback. Some of the

improvements included:

Improved mode estimation algorithms and graphics to quantify the uncertainty
associated with the mode estimates. Here, a newly developed ‘bootstrapping” method
was embedded into the tool that compute the uncertainty region or error bounds (a.k.a.
confidence intervals) associated with each estimate and is illustrated as an ellipse on the
same 2-D frequency vs. damping ratio plane representing the uncertainties in both the
modal damping and frequency (Figure 19). A smaller ellipse would therefore signify
greater confidence in the modal estimate while a large ellipse would indicate greater
uncertainty.
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Figure 19: Improved Mode Tracking Plot with Bootstrapping Ellipse

Capability to archive modal frequency and damping estimates for long term trending
analysis thereby facilitating the ability to perform long-term correlation analysis
between modal performance and other key metrics (e.g., loading on key corridors).

Ability to rewind, playback and recreate existing Small-Signal Stability monitoring
displays using historical data in memory.

Ability to load single or multiple phasor disturbance files and perform small-signal
stability type of forensics to assess the stability of the power system prior to and after the
event through various analysis techniques (e.g. spectral analysis, modal analysis). For
example, the tool’s spectral analysis display, shown in Figure 20, lets the user to analyze
the spectral content of chosen signals using three primary calculations (1) Power Spectral
Density (PSD) or Auto-Spectrum to identify sharp peaks indicative of strong oscillatory
activity observable in the signal; (2) Coherency: to identify a signal’s correlation or
participation in a particular mode; (3) Cross Spectral Density (CSD) or Cross-Spectrum: to
identify the relative phase information associated with a particular mode (i.e. mode
shape information). Note: The PSD and CSD are calculated using Welch’s periodogram
averaging technique — the algorithm parameter settings (e.g. time window, percent
overlap, FFT window length) may be changed through a user friendly GUI
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Figure 20: Sample Spectral Analysis Display.
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4.0 MEASUREMENT BASED SENSITIVITIES AND VOLTAGE
STABILITY MONITORING

4.1. Measurement based Sensitivities

It is well understood that with additional loading on the power system, there is degradation in
the voltages across the system. This relationship is typically represented by the P-V or Q-V
curves. Furthermore, the gradient at any point along such a curve provides the voltage
sensitivity at that bus with respect to the loading conditions. The traditional method for
obtaining this information is dependent on the system model, especially the load model, which
is built by history data.

Phasor measurements offer the ability to obtain this very same information directly from the
real time measurement without requiring any modeling information. In particular, PMU
devices installed at a substation measure the voltage phasors (both magnitudes & angles) at a
bus and the MW and MVAR flows on the monitored lines. With the precise time-synchronized
alignment and the high sub-second resolution of these measurements, it is possible to trace out
portions of the P-V or Q-V curves for a monitored critical load bus or corridor in real time.
Additionally, there is enough loading variation within the system to estimate the local gradient
of such curves which map changes in one variable (MW or MVARs) to changes in the other
(voltages) —i.e., the current voltage sensitivities at that location/interface.

For illustration purposes, Figure 21 traces the P-V curves, and tracks the voltage sensitivities at
the Malin 500 kV bus over time under different COI loading conditions. The sensitivities are
computed using linear regression on the most recent data set collected over a 10 minute
window. The results exemplify how the voltage sensitivity increases with increased loading as
the system operating point moves further down along the P-V curve and closer to the voltage
collapse point and can be used to anticipate low voltage problems. Additionally, is also
possible to quickly detect discrete changes in the system such as control actions (e.g. insertion of
cap banks), which cause these curves to shift outward (or inward).
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Figure 21: P-V curves and voltage sensitivities at different loading levels across COI - (a) voltage
sensitivity ~ 1kV/100MW under light loading conditions (b) voltage sensitivity ~ 3kV/100MW under
increased loading conditions.

Different techniques may be used to perform the regression and obtain these sensitivities: (1)
least squares linear regression, and (2) orthogonal regression. Initial results suggest orthogonal
regression is preferable and is less prone to inaccuracies especially when a short time window is
used (Figure 22).
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Figure 22: Estimating sensitivities using (a) Least Squares Regression (b) Orthogonal Regression.

4.2. Voltage Stability Loading Margins

A literature review on the utilization phasor measurements to monitor voltage stability margins
has shown that such measurements at load bus or across a key interface can also be used to
estimate the maximum loading margins at the bus and define a Voltage Stability Index (VSI) for
the bus/interface [8-11]. It is a well-known fact that for a two-bus system with a constant power
load (i.e., a constant source behind an impedance and a load), the maximum loadability
condition occurs when the voltage drop across the source impedance is equal to the voltage
across the load. Hence, the idea is to use the phasor measurements at the bus to dynamically

track in real-time the two-bus equivalent of the system. In particular, given the voltage and
current phasor measurements at the bus (‘' V” and "), it is possible to estimate the parameters
of the Thevenin equivalent system (‘E,,” and * Z,, ’) from a sliding window of discrete samples
using a recursive least squares scheme (RLS). The maximum loadability condition corresponds
to the case when “E,, =2V’ and the Voltage Stability Index can be defined as:

(16)

Z
vsi= Y _Zm
AV Z,

where “ AV’ is the voltage drop across the Thevenin equivalent impedance and “ Z,,," is the
apparent load impedance (i.e., /[V/I|"). This indicator reaches unity at the maximum loadability

point. Furthermore, since the Thevenin parameters are being tracked dynamically, they reflect
any changes that may occur in the power system operating conditions and consequently

provide the most accurate assessment of loadability estimates.

43



The very same methodology can also be used to compute Voltage Stability Index for the power
transfer across a tie-line. By assuming a directional flow across the line, the line is replaced by a
fictitious sink and source at the sending and receiving ends of the line respectively, that draw
the same power as the tie-line flows. One can now replace the system with its Thevenin
equivalent and compute the VSI for the tie-line flows as well.

Finally, if we assume that ‘Zw’ isn’t changing significantly, we can also compute a Power
Margin (PM) from the two-bus equivalent as:

AS = (Eth - Zth I th )Z%Zth (17)

Again, operators may be alarmed if these indices fall below predetermined thresholds (e.g. 5%
of the current load/flow).
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Figure 23: Flow Chart for voltage stability assessment based on phasor measurements.

More recently, a new voltage stability analysis model has been proposed for a multiple-infeed
load center where both sides of the interconnection to the load are assumed to be able to
provide voltage support [21]. In this model, Thevenin equivalents are estimated at both sides of
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the bus (Figure 24). In order to represent correctly the loads, the equivalent resistances cannot
be ignored anymore.

V/0°
ES/SSg Xs Rs Xl RI EI/SIg
B —
P,Q

Figure 24: Voltage stability analysis model for a multiple-infeed load center using phasor
measurements.

To compute the equivalent parameters of the new model, the following least squares
optimization problem needs to be solved (at least three measurements are required). Besides,
the accuracy of the estimation highly depends on the sampling rate: it must be chosen so that
data points are not too close to each other.

Ersin(s, ) + R, Isin(g) + X, 1 cos(¢) -V,
Egsin(o;;) + R 1sin(g) + X, 1 cos(4,)
Ersin(s, ) + R, Isin(g) + X, 1 cos(¢) -V,

min : .
E.0, X RoE.6,, X ,R| Epsin(s,)+R 1 sin(g)+ X, Icos(4) | (18
I cos(g)=P/V,
where: .
I'sin(g)=-Q,/V,

The first advantage of such a model is that it provides a better representation of the real power
system. Indeed, the fact that voltage support may come from both sides of the bus is now taken
into account. The second important feature of this model is that it estimates the voltage stability
margin of the system without having to make some hypothesis on the load model. Overall, it is
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its simplicity that makes this model very easy to use for real time stability estimation of a
transmission path.

In order to see whether this model gives accurate results, the multiple-infeed model is tested at
load center within the CA ISO. The following table presents the values of the computed
equivalent Thevenin parameters:

Es Rs Xs EI R| XI

1.066 0.067 0.034 0.989 0.01 0.041

From these results, the P-V curves can be plotted (Figure 25). This method seems to give a good
estimation of the voltage stability margin. However, it should be pointed out that the model
was tested in an unstressed situation. Additional studies under stressed conditions are needed
to further validate the approach.
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Figure 25: Estimating voltage stability margins with phasor measurements: (a) P-V curve
predicted by the multiple-feed load center model; (b) phase measurement data used in the model
parameter estimation.

A limitation of the above approaches is that the initial margin estimates and stability indices
incur abrupt jumps when discrete events such as generator limits are reached. However, given
that system voltage collapse typically occurs at slower timescales, if these algorithms are used in
a real-time environment where the estimates are updating periodically at frequent intervals,
then such an application should be able to provide adequate early warning to the operator in
spite of the above mentioned limitation.
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4.3. Predicting Voltage Stability with Phasor Measurements

The synchronized voltage measurements also serve as a time series that can be used to develop
an adaptive Auto-Regressive (AR) predictive model to project the voltage trends a short interval
into the future [12] (Note: A similar AR model was proposed for the small-signal stability
monitoring algorithms). This approach is especially useful to ascertain the outcome of a
sudden disturbance injected into the system due to a fault or an outage. An AR model is ideal
for expressing a signal as a mixture of exponentially decreasing and damped sinusoidal
components (i.e.,  Ae” sin(ot + )" where ‘A’, ‘o, ‘0’ and ‘B’ are the strength, damping,
frequency and phase respectively). Hence, given ‘N’ measurement samples over a predefined
time window, the objective is to fit them to a “p” order Auto-Regressive model (AR-p) given by:

xt = Zp:(l)ixtfi +4a, (19)

where ‘X¢ are the measurements, ‘¢i" are the model parameters (also called prediction
coefficients) and ‘at’ is the white noise in the measurements. The Voltage Stability Index
mentioned above can then be applied to the predicted trace for a fast stability assessment soon
after the transient has been launched.

4.4. Implementation of Measurement bases Sensitivity Prototype
Tool

In late 2007, the phasor visualization tool was augmented with two new displays for
measurement based Angle Sensitivity and Voltage Sensitivity. This has facilitate better
understanding of Voltage-(Real/Reactive) Power and Phase Angle-Real Power relationships for
key corridors and at critical generation and load buses where PMUs have been installed. The
associated sensitivities (in kV/1I00MVAR or ¢/100MW) are also important stability indicators
with respect to voltage and transient stability, and provide real time visual alarming to
operators when these sensitivities exceed acceptable thresholds.

Figure 26 is a sample operator display for monitoring measurement based sensitivities.
Here, the two signal pairs (e.g., voltage at a bus and loading at bus/flows across a corridor) for
which the sensitivity is to be monitored and tracked are encircled by an ellipse, which is colored
as per the sensitivity alarming threshold limits. Hence, multiple groups within the geographic
display are illustrative of the various signal pairs for which the sensitivity is being computed in
real time. For the one selected pair (highlighted in the display), the smaller panel on the top
right provides the sensitivity trends color-coded to represent normal, alert or alarm levels. The
corresponding P-V curve(s) is also shown in the bottom right with the most recent data points
showninred. In  Figure 26, notice how the curve moves outward over time due to changing
system conditions. The ability to track these curves and sensitivities in real time purely from
system measurements, and therefore presenting the actual situation, is valuable information for
the operator.
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Figure 26: Voltage Sensitivity Monitoring Display
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5.0 FREQUENCY RESPONSE MONITORING

A control area’s contribution to frequency support is measured by the natural frequency
response of its generators and load to frequency variations. It characterizes the typical
frequency excursion (within the seconds timeframe) following a loss of a large generator on an
Interconnection which is associated with primary control and is comprised of the following two
components [13]:

— Natural arrest in frequency decline due to “load rejection” or reduced power consumption
of frequency dependent loads (e.g. motors).

— The governing action of generating units responding to the declining frequency in the 3-10
seconds timeframe in an attempt to partially recover the frequency before secondary
frequency regulation or Automatic Generation Control (AGC) units bring the frequency
back to 60Hz or pre-event levels within 2-10 minutes (i.e., AGC time constants).

Traditionally, the frequency response characteristic (‘f’), expressed in MW/0.1Hz and a measure
of frequency control stiffness, is calculated using 1-minute CPS data (one-minute averages of
ACE and “frequency deviation from scheduled”) using the following equation [16]:

Freq. Responseinterconnection = Biasinterconnection-(AACEnet/ Afreq) (20)
where
Biasinterconnection = the interconnection frequency bias
ACEret = the aggregate of the ACE for all the control areas in the interconnection
AACEret = the net ACE change between two consecutive minutes
Afreq = the frequency change between tow consecutive minutes

A larger value for ‘B, expressed in MW/0.1Hz, indicates a stiffer frequency control allowing less
drop following the loss of generation [14].

Although the above mentioned approach has shown merit [16], time skews between the
different measurements can introduce inaccuracies and spurious results. Furthermore, given
that the timescales associated with frequency response and primary control are in seconds,
utilizing 1-minute data for such analysis will have its obvious limitation. The time
synchronization and the higher sub-second resolution of phasor measurements overcome these
restrictions and are more apt in observing frequency response following generator trips and
deducing frequency response characteristics.

As an example, Figure 27 shows the frequency response captured by the WECC phasor
network. These observations are consistent with following excerpt from the CA ISO event log:

“01/15/2006 - 00:24 System frequency deviated from 59.995Hz to 59.947Hz and recovered to 59.961Hz
by governor action when NWE Colstrip Unit 1 relayed while carrying 240 MW. System frequency
returned to pre-disturbance level at 00:29.”
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A straightforward calculation on this dataset shows the frequency response coefficient to be:

B = AP/Af = 240/(59.991-59.961)= 800MW/0.1Hz 1)
60.020
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Figure 27: Frequency response captured by the phasor measurement network due to
the Colstrip unit outage — (a) the interconnection frequency response to the outage (b)
the ringdown observed in the MW flows from the Colstrip bus.

Previous data has shown that the frequency response can vary significantly from one
generation outage to another. With frequency response characteristic being an important
element for reliable grid operations, developing a historical database of such events and
correlating ‘B’ by peak/offpeak conditions, time of day, weekday/weekend, etc towards building
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a better understanding of such trends is a worthwhile effort. Furthermore this process can be
automated within the phasor system application:

Identify generator trip events using a rate-of-change trigger (a 20mHz/second rate-of-
change within a 1-second window that is persistent for 2 or more seconds is proven to
work well for this purpose).

Approximate the interconnection frequency as a spatial average of geographically
dispersed group of reliable PMU measurements that have been predefined.

Calculate the relative frequency change (Af) between the pre-event interconnection
frequency and its value 10-20 seconds into the event —i.e. the timeframe associated with
primary control to partially recover and stabilize the frequency.

Inspect real powerflows out of all monitored generation stations to identify MW loss
(AP) associated with the outage — (Note: in the case that the generation station is not
monitored, this may have to be manually entered after the fact through a user interface).

Calculate and record the frequency response characteristic (AP/Af).
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6.0 GRAPH THEORY BASED PATTERN RECOGNITION

Graph theory techniques can be used to characterize, monitor and assess the global behavior of
the power grid. Specifically, the correlation between any two voltage angles is a measure of the
electrical connectivity amongst those points: a higher correlation coefficient implies that those
two points are directly (or indirectly) electrically connected having lower net intermediate
impedance between then than if the correction coefficient were of a higher value.

If, at each instance in time, one were to create a graph G={V,E}, whose nodes {V} correspond to
each PMU in the system and whose edges {E} between nodes denote correlation in phasor
measurements. For example, the edge ej between nodes Vi and Vjis given by E(xi(t) xj(t)) where
xi(t) is the phasor time series at node Vj, and E() denotes expectation. Assuming an ergodic
process during a measurement time window T and letting the vector Xi be denoted by Xi = [xi(1),
.., Xi(T)], we get:

eij = XiT X, (22)

Once graph G(t) is formed by this process at time t, one could then perform network level
processing on this graph to elicit some user-specified information. For example, the first step
could be to segment this graph into a number of strongly connected segments, each of which is
weakly connected to other segments. Several methods are available for doing this; one of which
is to adapt a powerful set of techniques known as spectral clustering. These methods require the
evaluation of a few smallest eigenvalues and eigenvectors of the adjacency matrix A(t) of graph
G(t) (Note: A(t); = ey). For a power network with thousands of nodes, this method will be
computationally efficient enough for real time computation.

Segmenting the graph into spectral components should prove to be a valuable way of
determining the main modes of the entire network without having to monitor individual PMUs
. Within each segment one could compute the average signal or the typical signal (eithera mean,
median or an actual signal from a node in that segment) and this information would represent
the generic steady-state or dynamic behavior for that segment.

The goal of this process is to obtain a small set of signals, one from each segment, which are
sufficient to be monitored by a human operator for the purpose of real time systems
monitoring. In contrast to some existing methods for obtaining a small number of monitorable
signals (e.g. Principal Component Analysis), this proposed method relies on graph-theoretic
analysis which considers the entire power network and its topology at each time point. The
segments obtained by this method will be indicative of the extant network architecture at that
time instant. Therefore the monitorable signals using this method is liable to be sensitive not
only to absolute or relative signal change at each individual PMU in isolation, but also sensitive
to the nature of their interaction with each other.
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This method is a more efficient way of summarizing the entire phasor dataset, because it relies
on a small number of strongly connected components within the network. During the
summarizing process, one can ensure that no relevant data signal goes unreported. This
contrasts with the PCA based methods, which monitor a pre-fixed small number of principal
components and are insensitive to anomalous data, which appear merely as outliers to be
rejected.

The network-level analysis approach can further be developed to perform anomaly detection at
the topological level, where the entire network might be undergoing significant but incremental
changes in response to an anomalous event as well as to identify the focal root cause of the
anomalous behavior by evaluating graph-theoretic distance measures and other graph-theoretic
tools. In particular, from the correlation of time-series data over several nodes, it is also
possible to create a causality network, which is similar to the network describe earlier, but has
directed edges with direction denoting causality. This kind of work has been successfully
pioneered in the field of functional medical imaging. From such a causal network, the
identification of the root cause or location becomes simply to look for the most highly connected
node with outwardly-directed edges. As a bonus, the causal network allows for even more
advanced diagnostics: one can detect not only the root cause, but also see the pattern of
propagation of the anomaly across the network. It might be possible to identify risky nodes in
the network after each event, and recommend corrective measures.
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7.0 RTDMS SYSTEM ARCHITECTURE

The RTDMS platform for conducting phasor research and applications prototyping adheres to a
Client/Server architecture where the RTDMS Data Management Server distributes the
information to the RTDMS Client monitoring applications at multiple locations over LAN
connection. The overall RTDMS system architecture is shown in Figure 28, and each of its
different components are briefly described below.

At the CAISO, the Phasor Data Concentrator (PDC) receives multiple PDC data streams from
each of the utility PDCs, packages those data streams together, and broadcasts the assembled
data packet as a UDP stream in PDC Stream format. The PDCStream/C37.118 Data Interface has
been designed to connect directly with the PDC output over a LAN, and to read in real-time the
complete phasor data stream, and calculate various scaled and derived values (such as MW and
MVAR). The Data Quality Filter component provides the capability to remove erroneous data
and perform noise filtering to improve data quality. Any configuration changes, such as setting
filtering options, entering PMU/Signal longitudes and latitudes, defining alarming and event
archiving attributes, etc, are performed through RTDMS Data Management Server GUL

The parsed phasor data received from the CAISO PDC and derived quantities are stored into a
Real-Time Buffer in memory. This real-time data cache is intended to provide high performance
data write/read capability for further processing or visualization. Additionally, the data will
also be stored in a SQL Database for long-term trending and reporting purposes.

The Alarm/Event Processor component is designed as a Windows Service that retrieves data from
the Real-Time Cache and processes this information using the set of alarming criteria. The
results of the Alarm Processor and Trig Logic are saved back into the Real-Time Buffer for real-
time alarming within the RTDMS Client applications, the SQL Server for offline alarm report
generation, as well as logged into a text file for easy access within the Server. Alarming and
event detection parameters are centrally configured at the RTDMS Server through the Server
GUL

Like the Alarm/Event Processor, the Small-Signal Stability Module is also an independent
component that interfaces with the Real Time Buffer for data retrieval and results save-back. The
Small-Signal Stability Module pre-processes the data, performs the mode estimation functions,
and post-processes the answers. These results are saved back into the Real Time Buffer for real-
time monitoring and alarming within the RTDMS Client applications, as well as the RTDMS
Database for long-term trending. A Mode Definition GUI shall be provided on the server to
centrally configure the modal estimation parameters and attributes.

The RTDMS Client applications (i.e. Visualization and Event Alarms, Small-Signal Stability
Monitoring, Event Analyzer, etc) are stand-alone applications that can access the RTDMS Server
through DCOM over a LAN connection for data retrieval from the Real-Time Cache and, its
display in real-time, process this data into meaningful information, and display it using
geographic and graphic displays. The Report Generator capability, however, retrieves data from
the long-term archive (SQL database). The RTDMS displays enable the user to monitor and
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track meaningful performance metrics with respect to predefined thresholds and will be
alarmed whenever these thresholds are violated.

Figure 28: Real Time Dynamics Monitoring System Architecture.

58



8.0 CONCLUSION

This study explores various methodologies of applying phasor technology for improving
stability nomograms, monitoring small-signal stability, measuring key sensitivities related to
voltage stability or dynamic stability, assessing interconnection frequency response, and
applying graph theory concepts for pattern recognition. Many of the ideas proposed here, such
as the small-signal stability, measurement based sensitivities, etc, have already been
implemented on the RTDMS phasor research platform and tested at CA ISO and BPA, while
others are planned for development under a follow-on contract. The development and testing of
such prototypes on the RTDMS with California ISO and BPA system operators has accelerated
the adoption and use of time-synchronized phasor measurements for real-time applications in
the Western Interconnection. As the network has grown and matured and RTDMS applications
expanded, CA ISO has invested in upgrading the hardware infrastructure to support the
system. The phasor real-time applications which initially ran on PCs/Workstation class
machines in an isolated research environment have now migrated to production standards
on the CAISO secure corporate network and supported by CAISO IT. The system is also
operating reliably - over 90% of the devices reporting, 99% data availability, and no
system down time. An indication of the improved reliability is that RTDMS is now at
the Reliability Coordinator (RC) Desk in the Folsom Control Room and is an integral
part of the real time operations decision making process. The system now offers a rich set
of features for wide-area monitoring as well as analytics. This wide-area, common view will
allow operators to evaluate stability margins across critical transmission paths, detect potential
system instability in real time, and, in the future, take manual or initiate automatic actions to
mitigate or dampen these potential problems. It will also enable California ISO, California and
WECC utilities to explore closely related issues, such as determining the optimal location of
additional phasor measurements, and to gain the experience with the technology required to
develop these advanced real-time control applications.
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[IPSD(LS/N) Ref.=GC50 JPSD(L,S,N) Ref.=GC50 [PSD(L,S,N) Ref.=AULT |PSD(LS,N) Ref.=DV0O1 [PSD(LS,N) Ref.=SYLM
0.265 Hz 0.265 Hz 0.385 Hz 0.385Hz 0.400 Hz 0.400 Hz 0.60 Hz 0.60 Hz 0.616 Hz 0.616 Hz
BUS NAME Cxy, angle Cxy, angle Cxy, angle Cxy, angle Sharp peak  Cxy, angle
GC50.VA.Grand Coulee Hanford Voltage L Reference L Reference N N N
JDAY.VA.John Day Bus Voltage L 1.0, O deg. L 1.0, 0 deg. N N N
MALN.VA.Malin N.Bus Voltage L 1.0, 0 deg. L 1.0, 0 deg. N N N
COLS.VA.Colstrip Bus Voltage L 0.95, 0 deg. L 0.90, 0 deg. N N N
SYLM.VA.Sylmar Bus Voltage L 0.90, 180 deg. L 0.90, 180 deg. N N L Reference
MPLV.VA Maple Valley Bus Voltage L 1.0, 0 deg. L 1.0, 0 deg. N N N
SUML.VA.Summer Lake 500 kV Voltage-N L 1.0, 0 deg. L 1.0, 0 deg. N N N
MCNS5.VA.McNary 500 kV Voltage-S L 1.0, 0 deg. L 1.0, O deg. N N N
AULT.VA.Ault 345 kV Voltage (Craig) N N L Reference N N
BEAR.VA.Bears Ears 345 kV Bus Voltage (i N N L 1.0, 0 deg. N N
SHIP.VA.Shiprock 345 kV Voltage (San Jua] S 0.6, 180 deg. N L 0.75, 0 deg. N L 0.1
'VNO1.VA.Vincent 230 kV Voltage L 0.90, 180 deg. L 0.90, 180 deg. N N L 0.75, 0 deg.
DV01.VA.Devers 500 KV Bus Voltage L 0.90, 180 deg. L 0.90, 180 deg. N L Reference N
MDWS5.VA.MIDWAY Bus Voltage L 0.95, 0 deg. L 0.9, 0 deg. N L 0.75, 180 deg. S 0.75, 180 deg.
ML50.VA.ML500 Bus Voltage L 0.97, 0 deg. L 0.95, 0 deg. N L 0.75, 180 deg. S 0.75, 180 deg.
PTSB.VA.PITSBG Bus Voltage L 0.97, 0 deg. L 0.95, 0 deg. N L 0.75, 180 deg. S 0.75, 180 deg.
NOTES:
1. PSD content (L =large, S =small, N = none).
2. The 0.265-Hz mode is the N-S intertie mode.
3. The 0.385-Hz mode has a similar shape as the 0.265-Hz mode. It is likey the Alberta mode; we have no measurements from Alberta to verify this.
4. The 0.616-Hz sharp peak is likely an aliasing artifact due to the DC converters.
5. The 0.60-Hz mode is likely a southern California vs. the middle of California. Much of the spectral information is “masked" by the 0.616-Hz aliasing peak.
6. The 0.65-Hz mode is likely the BC Hydro vs. the northern US.

Table 1: Spectral content of WECC data
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1. Introduction and Background

Over the past 40 years, more than 30 major blackouts worldwide were related to voltage instability and
collapse. Among them, at least 13 voltage-related blackouts happened in the United States, including two
major blackouts in the Western Interconnection in 1996 and a wide-scale blackout in the Eastern
Interconnection in 2003. Several times, the blackout investigation teams indicated the need for on-line
power flow and stability tools and indicators for voltage performance system-wide in a real-time. These
recommendations are not yet completely met by the majority of US power system control centers. The
gap between the core power system voltage and reliability assessment needs and the actual availability
and use of the voltage security analysis tools was a motivation to come forward with this project. The
project aims to develop state-of-the-art methodologies, prototypes and technical specifications for the
Real-Time Voltage Security Assessment (RTVSA) tools. These specifications can be later used by
selected Vendors to develop industrial-grade applications for California Independent System Operator
(CA 1S0O), other California Control Area Operators, and utilities in California.

Currently CA 1ISQO’s real time operations do not have a real-time dispatcher's Voltage Security
Assessment tool and corresponding wide-area visuals to effectively manage the voltage and VAR
resources on the transmission system and to identify the following:

= Voltage security margin calculation

= Worst-case contingencies leading to voltage collapse

= Abnormal reductions of nodal voltages

= Contingency ranks according to a severity index for system problems
=  System conditions with insufficient stability margin

= Weakest elements within the grid

= Controls to increase the available stability margin and avoid instability

The objectives of this report are to present a comprehensive survey of algorithms available worldwide for
the purpose of performing voltage security assessment, make recommendations on the most appropriate
techniques, and describe a framework along with the algorithms that have been included in the prototype
RTVSA tool.

The California Energy Commission (CEC), with input from CA ISO, requested an initiative to explore
better avenues to optimize utilization of the existing transmission. As the first step to achieve this
objective, Consortium for Electric Reliability Technology Solutions (CERTS)/Electric Power Group (EPG)
formulated a survey to reach out to experts in this field for comments, information, suggestions, and
recommendations. The choice of the PSERC (Power Systems Engineering Research Center) engine as a
basis for building the VSA prototype was motivated by the results of the survey (described in Section 4).
The algorithmic details can be found in Section 5.
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2. Existing VSA Methods

Voltage instability and voltage collapse are complicated phenomena that depend on the interactions of
multiple system components and power flow parameters including generators, excitation control and over
excitation protection, voltage regulators, reactive power sources, components of the transmission and
distribution system, such as switching capacitors, under load tap changers, static VAR compensators
reaching reactive power limits and loads, such as induction motors, thermostats, manual activities that
respond to the decaying voltage and attempt to restore the load to its original demand in spite of decaying
voltage and other static and dynamic load characteristics. It is necessary to distinguish large-disturbance
voltage stability, vulnerability to cascading events, and small disturbance voltage stability.

= Large-disturbance voltage stability deals with the system ability to maintain voltages after such
disturbances as generation trips, load loss, and system faults. It is analyzed by modeling long-term
system dynamics. Large-disturbance voltage stability is analyzed by solving a set of nonlinear
differential or algebraic equations (time domain simulations or numerical solution) [1], [33]. The
system is considered voltage stable if its post-transient voltage magnitudes remain limited by certain
pre-established reliability limits (5-10% depending on the severity of disturbance).

= Cascading voltage collapse can be caused by a sequence of power system changes, as for example,
when groups of induction motors stall in succession or when a series of generator reactive power
limits are reached in succession. For cascading events, the NERC (North America Electric Reliability
Council) and WECC (Western Electricity Coordination Council) reliability criteria require the grid
planners to evaluate their risk and consequences [27]. There are just a few techniques developed to
assist in understanding or simulating cascading collapses - see [42] for example. The main approach
seems to be working out the sequence of events of each individual cascading outage with assistance
from simulations. The more advanced time domain simulations can reproduce cascading outages.
[31]

= Small-disturbance stability is concerned with the ability of the system to control voltages following
small perturbations or gradual change of parameters such as system load. This type of steady state
stability is analyzed by linearizing nonlinear differential equations at a given operating point [1].
Because of the fact that linear differential equations can be solved analytically, there is no need to
solve them numerically. There are many methods to check stability of the linearized system without
solving it, that is, by analyzing the matrix of its coefficients J (small-signal stability matrix or system
Jacobian matrix’). The most commonly used approach here involves computing the so-called
eigenanalysis of matrix J [1]. The system is asymptotically stable (has positive damping) if all
eigenvalues have negative real parts (are located on the left hand side of the complex plane). It is
unstable otherwise (has negative damping). Eigenvalues A are solutions of the characteristic equation
det(J — Al) = 0, where | is the identity matrix. Alternatively, the eigenvalue problem can be rewritten as
follows: (J — ADR =0 or (J' — A)L =0, where nonzero vectors R and L are the right and left
eigenvectors, and t is the symbol of matrix transposition.

The WECC Voltage Stability criterion mandates P-V and V-Q studies as the main approaches to analyze
voltage stability margins [24].

P-V plots represent the load vs. the voltage of a selected bus. The load is defined as the bus load or the
total load in an area or the system. P-V curves are calculated using the power flow solutions by step-by-
step increasing the loads. The “nose point” of the curve corresponds to the maximum power which can be
delivered to the load. The bus voltage at this point is the critical voltage. If the voltage of one particular
bus approaches the nose point faster compared to the other buses, it is assumed that the system voltage
stability margin is limited by this bus.

V-Q plots represent the bus voltage vs. reactive power of the same bus. To obtain the curve, a particular
bus is assumed to be a voltage controlled bus. A series of power flow simulations are performed for

The Jacobian matrix of a set of n equations in n variables is an n x n matrix of partial derivatives whose entries are the derivatives
of each equation with respect to each variable.
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various values of the bus voltage and the corresponding needed reactive injection. The V-Q curves are
obtained by plotting the reactive power injection versus the voltage.

V-Q sensitivity analysis is conducted by linearizing the power flow problem and assuming that the active
power injections are constant. The linearized system is reduced by eliminating voltage angle increments,
and the resulting expression links voltage increments with the reactive power increments. The diagonal
elements of the inverse reduced Jacobian matrix are sensitivities of the nodal voltages with respect to
reactive power injections at the same buses. Large sensitivity indicated reduced stability margin. Negative
sensitivity indicates instability.

Q-V modal analysis is based on the analysis of eigenvalues of the reduced Jacobian matrix. The
magnitude of the eigenvalues gives the relative measure of the proximity to instability. When the system
reaches instability, the modal analysis is helpful in identifying the voltage instability areas and elements
which participate in each instability mode (eigenvalue).

Bus participation factors determine the buses associated with each stability mode. The size of bus
participation factor indicates the effectiveness of remedial actions in stabilizing the corresponding mode.
Branch participation factors (calculated for each mode) indicate which branches consume the most
reactive power in response to an incremental change in reactive load. Generator participation factors
indicate which generators supply the most reactive power in response to an incremental change in
reactive power loading.

There is a huge interest and variety of methods for the voltage stability/security analysis. Universities,
R&D organizations, individual developers and some vendors propose dozens of different promising
methods and their modifications. At the same time, the industry has accepted just a few of these
approaches as standard methods (i.e., the most traditional approaches such as P-V and V-Q simulations,
and transient stability time-domain simulations), leaving the rest of the variety as purely experimental or
supplementary tools. The degree of interest to the new VSA tools in the industry vary from one place to
another, in some instances it is minimal. This is an unfortunate fact having in mind the importance of the
voltage stability/security problem, the existing danger of massive voltage collapses in the U.S. power
grids, and the lack of applications such as real-time tools actually used by the industry. One of the
objectives pursued by this report is to analyze existing methods, and suggest some of them as state-of-
the-art real-time VSA technologies for implementing them at the California ISO, other control areas, and
utilities.

The first paper related to voltage instability apparently appeared in 1968 [32], [40]. Since then, numerous
approaches for voltage stability assessment have been suggested. In this section, we will outline the
techniques using the static voltage stability models with the emphasis on the saddle node bifurcations.

2.1. Stressing Algorithms in a Specified Loading Direction

Step-by-step loading: Traditional power flow calculation methods, such as Newton-Raphson method, are
not capable of determining the voltage stability boundary point directly and accurately. They diverge
before the point of collapse is reached. The idea of the step-by-step loading is to exploit the quadratic
convergence of the Newton-Raphson method in the vicinity of a solution. The procedure starts from a
balanced power flow by incrementing the nodal power injections in a specified stress direction using
some initial step size. If the Newton-Raphson method converges, the increment is repeated. In case of
divergence, the step is divided by two, and by doing so, the next solution point is brought closer to the
solution already found along the loading direction. The procedure stops when the step size becomes
smaller than some specified accuracy. This method allows the use of detailed power system model
including an accurate modeling of equipment limits (such as generator capability limits, switching
capacitor limits, transformer tap changer limits, and others) and discrete controls (such as transformer
and switching capacitor steps). Computational divergence is not the best criterion to determine the point
of collapse since it can be caused by different reasons. [46-48][64].

Step-by-step loading with the analysis of a static small-signal stability criterion: In this method, instead or
in addition to the power flow divergence criterion, the determinant (or an eigenvalue with the maximum
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real part, or the maximum singular value [65], or the distance between closely located power flow
solutions [66]) of the small signal stability matrix J is calculated at each loading step. The moment when
the determinant of J changes its sign is considered as the saddle node bifurcation point. This approach
also helps to determine the small-signal stability boundary points corresponding to the saddle node or
Hopf bifurcations if these points are met before the power flow feasibility boundary is reached [46].

Permanent or continuous loading: This technique uses the Matveev's method for solving the power flow
problem [49]. It has been shown that the Matveev's numerical method always converges to a solution or
to a point where the power flow Jacobian matrix is singular. The permanent loading (or continuous
loading) algorithm [50] exploits that characteristic of the method. In this approach, the loading parameter
is set large enough to make sure that the power flow problem does not have a solution (the point is
outside of the power flow feasibility boundary in the parameter space). Beginning from the operating
point, Matveev’'s method starts to iterate producing the sequence of points. Approaching the boundary,
the step size becomes smaller and smaller. Finally, when the step size becomes small enough and the
process is stopped in the vicinity of the power flow feasibility boundary. Due to linearization, the final point
is not exactly the point, where the stress vector intersects the power flow feasibility boundary. To
eliminate this deviation, a modification of the permanent loading procedure is proposed [51], [52]. In this
modification, the permanent loading steps play a role of a “predictor”. If the iterative process deviates too
much from the loading direction, a “corrector” step is performed. Alternatively the permanent loading
process is continued to the point of singularity, and only then the “corrector” step is implemented. This
approach is one of the most commonly recognized and frequently used techniques in the industry.

Parameter continuation predictor-corrector methods are the most reliable power flow methods capable of
reaching the point of collapse on the power flow feasibility boundary. The addition of new variables, called
continuation parameters, determines the position of an operating point along some power system stress
direction in the parameter space. The predictor step consists of an incremental movement of the power
flow point along the state space trajectory, based on the linearization of the model. The corrector step,
which follows each predictor step, consists in the elimination of the linearization error by balancing the
power flow equations to some close point on the nonlinear trajectory.

Direct methods for finding the PoC in a given direction combine a parametric description of the system
stress, based on the specified loading vector in the parameter space and a scalar parameter describing a
position of an operating point along the loading trajectory and the power flow singularity condition
expressed with the help of the Jacobian matrix multiplied by a nonzero right or the left eigenvector that
nullifies the Jacobian matrix at the collapse point. Unlike the power flow problem, this reformulated
problem does not become singular at the point of collapse and can produce the bifurcation point very
accurately. In principle, the direct method allows finding the bifurcation points without implementing a
loading procedure. There is however, a problem of finding the initial guesses of the state variables and
the eigenvector that may be resolved by initial loading the system along the stress direction. By doing so,
the initial guess of state variables can be obtained. To evaluate the initial guess for the eigenvector, the
Lanczos or inverse iteration’ methods can be applied to calculate the eigenvector corresponding to the
minimum real eigenvalue [58]-[63].

Optimization methods are based on maximization of a scalar parameter describing the position of an
operating point along the loading trajectory subject to the power flow balance constraints. The maximum
point achieved by the approach corresponds to the point of collapse met on the selected stress trajectory.
The solution of this constrained optimization problem is determined by the Karush-Khun-Tucker
conditions® that produce a set of equations similar to the ones used in the direct method in its variant
employing the left eigenvector; Lagrangian multipliers® of this problem actually is the left eigenvector

Recommended algorithms for computing eigenvector and eigenvectors of the Jacobian matrix. A description of the inverse
iteration method is also given in Section 5.5. For more information and references see Eric W. Weisstein. "Lanczos Algorithm."
From MathWorld-A Wolfram Web Resourcehttp://mathworld.wolfram.com/LanczosAlgorithm.html

The Karush-Khun-Tucker conditions define properties of a constraint optimization problem solution that can be used to find the
optimal point without performing an optimization procedure — see Eric W. Weisstein. "Kuhn-Tucker Theorem." From MathWorld--
A Wolfram Web Resource. http://mathworld.wolfram.com/Kuhn-TuckerTheorem.html

Lagrangian multipliers are variables that help to present a constraint optimization problem an unconstraint optimization problem
under certain conditions — see Eric W. Weisstein. "Lagrange Multiplier." From MathWorld--A Wolfram Web Resource.
http://mathworld.wolfram.com/LagrangeMultiplier.html
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nullifying the power flow Jacobian matrix at the point of collapse. The collapse point can be found directly
by solving the set of equations, which is very similar to the direct method, or by applying an optimization
method such as the interior point method® or an alternative AEMPFAST optimization® procedure that is
proven to be able to get very close to the point of collapse of concern [56], [67], [68].

Approaches analyzed in this section assume that the system stress directions are known and reflect
some typical load and generation patterns. In the market-driven systems, the generator dispatches are
based on their energy bids and transmission congestion, and they may be very different from one
dispatch interval to another. Therefore several system stress directions may need to be separately or
jointly considered.

2.2. Stressing Algorithms in the Most Critical Direction

Methods for finding the PoC (Point-of-Collapse) in the most critical direction employ the same ideas as
the direct methods. The difference is that the stress direction in the parameter space is not fixed, and an
additional condition requiring that the system stress vector will be a perpendicular vector with respect to
the power flow feasibility boundary at the point of collapse is applied. This direction is called the critical
direction determining the shortest distance to instability. The critical direction coincides with the direction
of the left eigenvector nullifying the power flow Jacobian at the closest point of collapse [59], [70]-[73], [1].

By applying this approach, one can evaluate the worst case stress direction and the corresponding critical
voltage stability margin for a given operating point in the parameter space. This is, of course, very useful
additional information for the VSA purposes. At the same time, there are some potential problems with
this technique that need to be addressed in practical calculations:

e The critical loading direction might be unrealistic or unlikely.

e Due to the nonlinear shape of the power flow feasibility boundary, besides the critical directions,
some sub-critical system stresses with a comparable voltage stability margin might be observed [74].
In this situation, the critical loading direction does not provide a sufficient characterization of the
voltage stability margin.

e The sub-critical stress directions correspond to the local minima of the distance to instability metric.
By applying the method, it is hard to tell whether the result corresponds to the global or local
minimum, what the other directions are and how many of them exist.

Parameter continuation methods for exploring power flow feasibility boundary. The robust predictor-
corrector procedure can be successfully applied to explore the entire structure of the power flow feasibility
boundary. Points on the solution boundary are described in the same way it is done in the direct method:
using the power flow equations together with an equation which forces the power flow Jacobian to be
singular. Contours describing the boundary are obtained by freeing two parameters of the system and
following these contours [83].

High-order methods to follow the power flow feasibility boundary. The Newton-Raphson method is based
on linearization of the power flow equations at each iteration. The high order method is a generalization of
the Newton-Raphson method involving nonlinear terms of the Taylor series expansion [84]. It can be also
considered as a parameter continuation technique. The method provides reliable solution of nonlinear
algebraic problems up to points of singularity; convergence to a singular point if it occurs on the way of
the iterative process; almost straight line motion of the iterative process in the space of power flow
mismatches; and retention of zero mismatches. Once an initial point on the power flow feasibility
boundary is found, further exploring of the boundary can be done by changing the stress vector in the

° The interior point method is a linear or nonlinear programming method that achieves optimization by going through the middle of
the solid defined by the problem rather than around its surface - see Eric W. Weisstein, "Interior Point Method." From MathWorld--
A Wolfram Web Resource. http://mathworld.wolfram.com/InteriorPointMethod.html

® The AEMPFAST algorithm is a trade secret of the Optimal Technologies, Inc. The AEMPFAST software was extensively tested
and evaluated by the California ISO. More information on the AEMPFAST can be found in [69].
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direction of interest and applying the direct method for exploring the boundary. Since the singularity
equation J*R is equal to zero at the initial point, the high order method keeps it near zero during the
iteration process; this means that the solution point is automatically kept on the power flow feasibility
boundary [85]. The advantages of the analyzed techniques are that they do not require repeating the
loading process and calculating multiple interior points of the voltage security region many times to reveal
parts of the power flow feasibility boundary.

2.3. Approximation Techniques for Security Regions

Hyperplane and quadratic approximations of the security region: One of the important problems that
power system analysts and operators face when they use the concept of the power system security
region is the problem of description of the security region’s boundary. The simple tabular description is
not adequate to the purposes of visualization and practical use by system operators and in the automated
VSA systems. There is a need of an analytical description and/or approximation of the boundary. The
analytical description usually means the use of linear or nonlinear inequalities applied to a certain number
of critical parameters such as power flows, load levels, voltage magnitudes, etc.; if all inequalities are
satisfied, the analyzed operating point is considered to be inside the security region; if any of the
inequalities is violated, the point is considered to be outside the security region. The approximation
means a sort of interpolation between the boundary points obtained by any of the methods considered in
this section. It can be used as a part of the analytical boundary description (for the automated VSA
systems), or separately for the purposes of visualization. The simplest approximation uses linear
inequalities. The first known use of the approximation ideas was apparently related to the operating
nomograms — see [78] for more details. The operating homograms are usually represented visually as
piecewise linear contours on a plane of two critical parameters. If three critical parameters are involved,
the nomogram is represented by a number of contour lines; each of them corresponds to a certain value
of the third parameter. It becomes difficult to visualize a homogram for four or more critical parameters.
The natural extension of the linearized stability nomograms for three or more critical parameters is based
on the use of hyperplanes - the planes that are defined in the multidimensional parameter space as
approximations of the stability boundary. These efforts are described in [80] (voltage stability boundary
approximation), [82], [87], [88] (transient/dynamic stability boundary approximation), and other works.

In Russia, in a number of emergency control algorithms, a nonlinear approximation was successfully used
to provide an analytical description of the stability boundary [89]. These approaches employ quadratic
inequalities. The inequalities are applied to the nodal power injections, cutset power flows, and other
parameters. The coefficients of these inequalities are pre-calculated offline based on multiple time
domain or steady-state stability simulations.

The hyperplane and quadratic approximations have a number of significant advantages:

e They allow to quickly analyze the stability margin in real time

e Due to their formal mathematical nature, they allow to simultaneously consider thermal, voltage
stability, transient stability and other constraints within the same framework.

ANN-based techniques [20], [78], [87], [90]-[98]: The idea behind the techniques based on the artificial
neural networks is to select a set of critical parameters such as power flows, loads, and generator limits,
and then train an ANN on a set of simulation data to estimate the security margin. The ANN model de
facto provides an approximation of the stability boundary. The advantages of the ANN models include
their ability to accommodate nonlinearities and they are very fast while performing in real time. At the
same time, there are difficulties associated with building the training datasets and ANN training.

Pattern recognition methods establish a relationship between some selected parameters and the location
of the system operating point with respect to the stability boundary [14,15]. Initially, training sets of stable
and unstable operating points are generated, and a space reduction process is applied to reduce the
dimensionality of the system model. Then the classifier functions (decision rules) are determined using
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the training set. This function is engaged in real time to determine the stability margin of a given
contingency [20], [99], [100].

QuickStab algorithm is an alternative method to quickly and approximately evaluate the voltage stability
margin in a given loading direction. The idea of this technology was originally developed by Paul Dimo. It
includes the voltage stability practical criterion dQ/dV < 0 and Dimo’s network nodal equivalents (so called
Zero Power Balance Networks or REI’ equivalents). Dimo’s finding is that under certain modeling
assumptions the practical stability margin can be expressed as a straightforward formula applied to the
nodal equivalents [101], [102].

2.4.0ther Techniques

Delta-plane_method [113] is a new robust method for finding the power system load flow feasibility
boundary on the plane defined by any three vectors of dependent variables (nodal voltages), called the
Delta-plane. The method exploits some quadratic and linear properties of the load flow equations (X-ray
theorem, [114]) and the power flow Jacobian written in rectangular coordinates. An advantage of the
method is that it does not require an iterative solution of nonlinear equations (except the eigenvalue
problem). Besides benefits of direct calculation of the power flow feasibility boundary points and
visualization, the method is a useful tool for topological studies of power system multi-solution structures
and stability regions. A disadvantage is that although the method works accurately in the state space, a
mapping of its results into the parameter space is not a straightforward and accurate operation.

Hypercomplex power flow extensions allow reformulating the power problem so that the Jacobian matrix
of the reformulated problem becomes non-singular along the power flow feasibility boundary so that the
boundary can be explored using conventional numerical methods. A technique developed in Russia® uses
a combination of the complex and complex conjugate power flow equations along with the assumption
that the complex and complex conjugate values of nodal voltages are independent variables. A similar
technique developed in Ukraine assumes that the active and reactive components of the nodal voltages
are complex numbers.

There is a progression from one-directional methods estimating the voltage stability margin in a specified
direction to multi-directional methods evaluating the distances to instability, and further from the multi-
directional methods to the methods exploring the entire voltage security region in the parameter space. In
the market-driven systems, where the generation dispatches vary, the interactions between the various
stresses can be accounted for by sensitivity methods or multi-directional and voltage security region
techniques. The use of power flow existence criterion bears a potential danger of overestimating the
actual voltage security margin in situations where the saddle node bifurcation, Hopf bifurcation, or
transient stability conditions are violated before the power flow equations become inconsistent. Due to
this consideration, the state-of-the-art methodology should be based on more precise voltage stability
criteria.

! REI — Radial Equivalent Independent
8 By A. M. Kantorovich
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3. Overview of Existing Tools

P-V and V-Q simulation capabilities are provided by almost all industrial-grade VSA tools including ABB-
VSA, PSS/TPLAN (Siemens), VSAT (Powertech), VSTAB (EPRI) and other applications as described in
this section. An overview of voltage security assessment is provided below.

3.1. Off Real Time Tools

ABB Voltage Security Assessment (ABB-VSA): This application computes the voltage collapse P-V
curves and critical operating MW limit for increasing loading condition both for the real time network
condition as well as for worse contingencies®. In addition to the prediction of this critical point, ABB-VSA
determines the set of weakest load flow buses in the system that exhibit the worst voltage drops, thus
contributing to voltage collapse.

PSS/E Version 30 (Siemens) includes an additional fully automated feature that allows user to determine
real power transfer or load level limit using P-V analysis or determine reactive margin with V-Q analysis.
For the automatic contingency analysis, the TPLAN non-divergent power flow is used. For the automatic
P-V and V-Q analyses, the IPLAN Ianguagelo script is used. For the post-contingency P-V and V-Q
analyses, the Inertia/Governor Load Flow algorithm is used. In this algorithm, the speed governor action
is modeled, as well as all automatic actions controlling voltages and frequency in the zero to three minute
time frame.

VSAT (Powertech Labs, Inc.): The Powertech voltage security software provides the following
capabilities: contingency analysis based on voltage security margin; transfer limits calculation between a
source and a sink and between any 3 sources/sinks, voltage level, reactive power, and thermal limits; P-V
and V-Q analyses; modal analysis, and remedial actions. Powertech has also developed a near real time
application of the DSA Tools described below.

VSTAB, Version 5.2 (EPRI): VSTAB uses power flow based steady-state techniques for stability analysis.
VSTAB automates contingency analysis and conducts P-V and V-Q simulations. VSTAB also performs a
modal analysis by calculating smallest eigenvalues.

NEPLAN — Voltage Stability (BCP Busarello+Cott+Partner Inc., Switzerland): NEPLAN software
implements V-Q analysis, P-V analysis, V-Q sensitivity analysis and modal analysis functionalities.
NEPLAN — Voltage Stability helps to identify weak buses, areas, and branches, voltage sensitivity and
voltage stability indices. The tool also allows selecting measures to increase voltage stability margin.

WPSTAB (National Technical University of Athens, Greece) is designed for the purpose of a long-term
voltage stability and contingency evaluation. WPSTAB uses the Quasi Steady State approach based
upon the time-scale decomposition of power system dynamics and a simplified representation of short-
term dynamics, when focusing on long term phenomena. This program is used for the in-depth voltage
stability analysis in the European Union OMASES project.

3.2.Real Time Tools

ABB’s PSGuard: PSGUARD is a phasor measurement based platform that extends the basic functionality
of Wide Area Measurement Systems to include real-time voltage stability assessment capability across
key transmission corridors solely based on local measurements. It does this by estimating the amount of

o R. Masiello, “Utilities Must Leverage Existing Resources and Upgrade Technology to Avoid Future Blackouts”, Electric Energy
T&D Magazine, pp. 44-47. May/June 2004.
The IPLAN language is used to control the host PSS/E program.
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additional active power that can be transported on a transmission line or corridor without jeopardizing
voltage stability.

Online application of DSA Tools (Powertech Labs, Inc., Canada): It conducts near-real-time security
assessment based on the state estimator output. The DSA package runs voltage, transient, and small-
signal analyses. The tool identifies violations, transient voltage and frequency dips, critical contingencies,
and required remedial actions. Simplified analytical techniques are not used. The Powertech software can
be integrated with the Energy Management System (EMS).

EPRI CAR Project: The Community Activity Room (CAR) describes the static security region calculated
using a full AC power flow model or a linearized DC power flow model. The CAR uses the MW power
injections at each bus as the independent variables and expresses the line flows through these variables.
This eliminates the intermediate step of computing bus voltages and angles as would normally be
required to solve a load flow. With the direct equations relating line flows to bus injections, it is then
possible to express the line flow inequality constraints as functions of bus injections. The Community
Activity Room’s boundary is defined to be the intersection of all sets of constraints for the normal system
topology and for all single branch contingency conditions. The CAR boundaries can be described using
either deterministic or probabilistic approaches. The Community Activity Room can be used for online
monitoring.

QuickStab (Energy Consulting International, Inc.): QuickStab provides a quick evaluation of the maximum
loadability for a user-specified security margin. It also helps to identify generators and inertias that may
cause instability. QuickStab has been integrated with EMS/SCADA systems as a real time tool.

ASTRE (University of Lieége): The ASTRE software solves the base case, stresses the system in a pre-
contingency situation, to simulate energy transactions, and filters out harmless contingencies. Security
limits are determined through binary search organized in different ways. Beside security limit calculation,
analysis and diagnosis facilities are provided.

3.3.Some Limitations of Existing Tools

= Many existing tools use the power flow existence criterion to compute the boundary. This has the
dangerous potential to overestimate the actual voltage security margin in situations where the saddle
node bifurcation, Hopf bifurcation, or transient stability conditions are violated before the power flow
equations become divergent.

e The limitations of P-V/Q-V plots that represent the load versus the voltage of a selected bus become
apparent when voltage collapses are not concentrated in a few buses. Some voltage collapses are
regional or involve the entire system. P-V curves are calculated using the power flow solutions by
step-by-step increasing the loads. The “nose point” of the curve corresponds to the maximum power
which can be delivered to the load. The bus voltage at this point is the critical voltage. If the voltage of
one particular bus approaches the nose point faster compared to the other buses, it is assumed that
the system voltage stability margin is limited by this bus. This information does not capture the extent
to which all the variables participate in the voltage collapse.
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4. Survey Summary and Recommendations

4.1. Survey Overview

CERTS/EPG formulated a survey to reach out to the experts in the field of voltage security for comments,
information, suggestions, and recommendations related to the VSA project. The surveys were sent to fifty
one experts in universities and in the power industry. Sixteen reviewers responded and their responses
are summarized in Table 1. Eight of these respondents are from the power industry and eight are from
academia. Four proposals for commercial software were received from Bigwood, V&R, NETSSS, and
ECI.

Table 1: Analysis of Survey Trends

ISSUE

RESPONSES / COMMENTS

CONCLUSION

Voltage Security Assessment
(VSA)

(Hyperplanes for security
regions)

- Online hyperplane possible

- Not as unproven as interior point
methods.

- Ideally suited for phenomena that is local.

Hyperplanes well suited for VSA

Methodology for computing
hyperplanes

- Loading & Generation Direction needed.
- Stress path until voltage collapses.
- At collapse, determine local boundary.

Use left eigenvector approach

Direct versus Time-domain
methods

- Time domain iterative methods are
proven and robust, capable of handling
intermediate discrete actions/events.
Example: Generator limits being reached

Direct methods rely on simplistic models

Direct Method could be used for
fine-tuning the security boundaries
after an iterative set of continuation
power flows

Weak elements identification

- Voltage collapses are concentrated in
certain regions in the sense that the
voltage falls more in those regions. There
is no single element that collapses. That
is, voltage collapses occurs system wide

The participation is computed from
the right eigenvector of the
Jacobian evaluated at voltage
collapse corresponding to the zero
eigenvalue.

with varying participation from all the
system buses.

4.2. Summary of Responses

The consensus opinion was that the hyperplane approach to defining security regions was ideally suited
for voltage instability assessment. Voltage instability is more of a local area/region phenomenon.
Several participants in the survey felt that full blown time domain classifiers should augment the
algorithms that utilize Direct Methods. An engineer from a utility in Northern California said that it was not
clear how switching conditions could be revealed without “time domain” simulations. A utility from the
South shared its experience that it was unable to develop suitable production metrics because of the
integration of both continuous (load growth) and non—continuous (contingency) factors into a single
metric. The computational methods to be used in VSA could be grouped into 2 broad classes — the
Iterative Approach using Continuation Power Flows and the Direct Method. The Direct Method does not
provide information on any discontinuous events when the stress parameter is increased. These
discontinuous events occur when a thermal, voltage or reactive limit is reached.
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4.3.Conclusions

The majority of responses favor the use of the hyperplane approach in determining Voltage Security
Assessment. Also, the majority of respondents do not see hyperplanes suitable for determining Dynamic
Voltage Assessment at this time. Small Signal Stability Analysis is considered to be a good first step for
Wide Area Stability Monitoring and assessment using phasor measurements.

4.4. Recommendations

The primary recommendation for such a tool is to use the hyperplane approach in computing security
regions for Voltage Security Assessment. Others are:

= The computational engine for CA ISO’s VSA is recommended to be the Continuation Power Flow.
This tool has been tested and proven by several researchers in commercial and non-commercial
software.

= An alternate recommendation is a hybrid approach, where a Direct Method could be used for fine-
tuning the security boundaries after an iterative set of continuation power flows.
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5. CERTS Real-Time Voltage Security Assessment Algorithms

The overall proposed roadmap and framework for the project was based on the literature review and
survey results, and formulated through discussions with CA ISO and with active participation of CERTS
consultants Dr. Yuri Makarov and Prof. lan Dobson over conference calls and meetings in Pasadena
(August 25-26, 2005) and in Madison (September 9, 2005).
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| Phase 1: TO 21 | | Phase 2: RTGM 2005 | I Phase 3: RTSO 2006-07
Input Data Research & evaluate
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: Utilization of CA ISO PTI Cases utilization o
Requirements Utilization of CA 1SO GE Planning CAISO CIM data
Model Cases
Survey recommended algorithms:
; 1) Continuation Power Flow i i
Algorithms (1) VSA survey & ( (1) Enhancements to Continuation
9 framework based on input (2) Hyper planes Power Flow CA ISO
Research from academia and utilities (3) Bus participation factors _l\ Production
(2) Contingency analysis in voltage collapse to identify (2) Use of direct methods ;
capabilities most affected points/regions (3) Implement Boundary orbiting —\/ Quality
(3) Prototype functional (4) Compute sensitivities with technique VSA
specification respect to voltage set points & Functional
generator VAR limits Specification
Prototype Validate survey recommended Demonstrate VSA for
Development algorithms using Humboldt Southern California
and San Diego areas (or other) Region
And Test
Contract #500 - 99 -013: | | Contract #500-02-004: MR-036 Current Contract #500-02-004
BOA 20 MR-041

¥ Electric Power Group
Figure 1: Multi Year Development Roadmap for CA ISO Voltage Security Assessment (VSA) Project
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The roadmap consists of three task tracks focusing on different aspects of the project including data
requirements, algorithms research, and prototype development & testing. The multiple phases are a
systematic progression starting with initial research, algorithm development and proof-of-concept
simulations, and data integration and project expansion. The project time span was two years (2005-
2006) with the potential expansion for the future years. The overall framework and the algorithmic building
blocks (such as the Continuation Powerflow, Hyperplane Approximations, Direct Methods, etc) and their
technical details are described in the sections to follow.

5.1.RTVSA (Real-Time Voltage Security Assessment) Framework

Based on CA ISO'’s analysis, the most promising method for determining the available voltage stability
margin in real time is based on piece-wise linear approximation of the voltage collapse boundary in
coordinates of independent power system parameters. The approximating conditions are calculated off-
line as a set of inequalities specific for each analyzed contingency:

alla.+"'+a1npn +b11Q1+----bann SCl
aZlPZI.—I—"'—i_aZnF)n +b21Q1+----b2nQn < C2

(1)

a P +...+ag P +b,Q +...bQ, <

The number of constraints m and the number of parameters P and Q included in each constraint are
expected to be limited. Each face of the region approximates a part of the nonlinear region’s boundary.
The advantages to the proposed approach are:

e Fast and Convenient assessment: Having constraints (1) pre-calculated offline for each analyzed
contingency, it is very easy to quickly determine in real time:

0 Whether the operating point is inside or outside the security region (by making sure that all
approximating inequalities are satisfied)

Which constraints are violated (by identifying violated inequalities), and

0 What the most limiting constraints are (by calculating the distance from the current operating
point to the approximating planes — see below).
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Voltage Security
P

Figure 2: Conceptual view of Voltage Security Region

o Easy-to-Calculate Security Margin: The distance d from the current operating point A to the nearest
constraint face B determines the MVA security margin":

d = ai1P10 +"'+ainpn0 +bi1Q10 +"'+binQr? —G

[
Jal+..+al +b 4. +b?

. . A_ PO PO 0 0
Where the current operating point A=| B",..., P, Q[ ,...,Q;

The percent margin for each constraint i can be obtained based on a pre-established minimum
admissible “MVA distance to instability” d*:

d
1 0,
0 — i) g 100%

100%

The resulting stability margin corresponds to the minimum distance, i.e. the distance to the closest
constraint face:

D =min d*
1

e Online computation of Parameter Sensitivities: The normalized coefficients of the set of hyperplane
equations denoted by (1) are sensitivities that can be interpreted in several ways. These coefficients
can be calculated trivially by the following mathematical expressions:

11 L
We assume that the region is convex.
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D a
0P} JaZ+..+aZ +b2 +..+b?
oD by;

0 =
aQ; \/aizl +..+al +bi+..+b2

N

5
where D is critical vector D = AB - see Figure 2.
The different representations of these coefficients include:

1) The locations in the network where the most sensitive controls are needed
2) The left eigenvector nullifying the power flow Jacobian matrix at the point of collapse

3) This eigenvector has an identical representation to Lagrangian multipliers12 at PoC

5.2. Algorithms Overview

The important concepts that are used in the algorithm are stress direction (procedure), descriptor
variables, state space, and parameter space.

The stress direction (procedure) specifies how the system parameters change from their base case
values as a function of a scalar amount of stress. For example, generation and load participation factors
can define a stress direction and the amount of generation can give a scalar amount of stress and these
together can specify the changes in the bus power injections that is, any system state along the stress
direction can be associated with certain value of a stress parameter such as the percent of the total load
increase in an area. Each specific direction and value of the stress parameter uniquely defines the
system state. This implies certain fixed patterns for varying the system generation and loads (for example,
load participation factors, sequence of generator dispatch, and others — detailed examples can be found
in this report). Stress directions can include some local system stresses addressing a particular voltage
stability problem area, and global stresses such as the total load growth and the corresponding
generation redispatch in the system.

Descriptor variables reflect the most influential or understandable combinations of parameters (or
derivative parameters) that influence the voltage stability margin. Examples are the total area load, power
flows in certain system paths, total generation, and others (the system operating nomograms’ coordinates
are good examples of descriptor parameters). In the simplest case, descriptor parameters can include
some primary system parameters such as nodal voltages and nodal power injections. Descriptor variables
help to adequately address global and local voltage stability margins without involving thousands of
primary parameters. Certain subsets of descriptor variables can correspond to some local voltage stability
problem areas.

The state space includes all system nodal voltage magnitudes and voltage phase angles.

The (independent) parameter space includes all nodal power injections (for P-Q buses) and real power
injections and voltage magnitudes (for P-V buses).

The voltage stability boundary can be comprehensively (and uniquely) described in the parameter space
(and the state space), but in this case the description would involve thousands of variables. Descriptor

12 This representation is well suited to imply a ‘Locational price’ for an ancillary service such as the distance to voltage collapse
specified in terms of dollars. Lagrangian multipliers specify the sensitivity of the constraints so that a constrained optimization
problem becomes an unconstrained optimization problem — see Eric W. Weisstein. "Lagrange Multiplier" from MathWorld - A
Wolfram Web Resource. http://mathworld.wolfram.com/LagrangeMultiplier.html
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parameters help to reduce the dimensionality of the problem by considering the most influential
combinations of parameters (or derivative parameters).

The descriptor parameter space includes all descriptor parameters. Since the points in the descriptor
parameter space can be mapped into the points of the parameter and state spaces in many different
ways (because of the limited number of descriptor parameters space dimensions), certain fixed system
stress procedures should be introduced to make this mapping adequate and unique.

The developed RTVSA algorithm operates in the parameter space or descriptor space as described in
Section 5.9.

The developed RTVSA algorithms consist of the following steps (which has been illustrated in a flowchart
under Figure 3):

1.

Initial system stressing procedure for a given stress direction to reach a vicinity of the Point
of Collapse (PoC) in this direction. This step is implemented using the Parameter Continuation
Method described in Section 5.3. The Continuation Method is one of the most reliable power flow
computation methods; it allows approaching the PoC and obtaining the initial estimates of system
state variables needed for the subsequent steps. The selected form of the continuation methods
includes predictor and corrector steps.

The direct method — see Section 5.4 — is used then to refine the PoC location along the initial
stress direction (the continuation method would require multiple iterations to find the PoC with the
required accuracy). At least one of the power flow Jacobian matrix eigenvalues must be very
close to zero at the PoC.

The inverse iteration method or Arnoldi algorithm is applied to find the left eigenvector
corresponding to the zero eigenvalue at PoC — see Section 5.5. The left eigenvectors are
used to build the set of approximating hyperplanes.

The stability orbiting procedure is then applied to trace the voltage stability boundary
along a selected slice. This procedure is a combination of a predictor-corrector method and the
transposed direct method. Details are given in Section 5.6.

In case of divergence, the algorithm is repeated starting from Step 1 for a new stress direction
predicted at the last iteration of the orbiting procedure. Divergence may be caused, for example,
by singularities of the stability boundary shape along the slice.

For a given voltage stability problem area and the corresponding descriptor parameters, the
“sliced bread procedure” is applied to explore the voltage stability boundary and build the
set of approximating hyperplanes — see Section 5.7.

The approach to build the minimum set of hyperplanes based on the desired accuracy of the
approximation is given in Section 5.8.

The algorithm described above is implemented in the descriptor space as described in Section
5.9.
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Figure 3: RTVSA Algorithms Flowchart
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The developed RTVSA algorithm performs voltage security assessment calculations under both offline
and real-time modes.

The offline calculations produce an approximated voltage stability region (a 2-D, 3-D, or a higher
dimensional nomogram) bases on multi-directional stressing situation presenting the interaction and
tradeoffs between different stressing directions. The pre-calculated voltage stability region is an inner
intersection of stability regions for the set of user-specified contingencies. The offline calculations should
be conducted periodically (ideally, several times a day) to update the approximated voltage security
region and to reflect the most recent changes in the system.

The real-time calculations are conducted in real time (after each converged State Estimation cycle) to
determine the current or future position of the system operating point against the walls of the
approximated voltage stability region, and to calculate such essential security information as the available
stability margin (distance to instability), the most limiting contingency, the most dangerous system stress
directions, weak elements causing potential instability, and the recommended preventive and
enhancement controls that help to increase the margin in an efficient way.

Note: The offline calculations can also be conducted in real time if a few stressing directions
representative of the actual system loading, given by the real time dispatch schedule, planned outages,
and load forecast, and/or predetermined stresses are to be considered separately. In such a scenario, the
available security margins, distance to instability, the most limiting contingency, weak elements causing
potential instability, and the recommended preventive and enhancement controls that help to increase the
margin in an efficient way can be obtained in real-time using the algorithms proposed in this document.

5.3. Continuation Method

The CERTS-RTVSA (Real Time Voltage Security Assessment) algorithm is based on methods that were
originally used in the NSF-PSERC algorithm found at http://www.pserc.cornell.edu/tcc/. The algorithm is a
variation of the predictor-corrector type of the continuation power flow.

In the generic continuation power flow framework, ®(z) is n+1 dimensional and represents the power flow
equations augmented by a parameter AA that is free to change, Ax is the n dimensional change in the
state vector, AA is 1 dimensional and Az is n+1 dimensional.

Az =[AX,AA]"

@Ax +6£)A/1 =0
OX oA

oD
where 8_/1 represents the stress vector

In the nomenclature used here, the ‘Parameters’ are defined as injections such as real power P, and

reactive power Q; inputs, and the “States’ are defined as voltage magnitudes V and angles 6 (Note:

The ‘Descriptive’ variables that classify the security regions could either be a linear combination of
Parameters or States, or Cut Set Power Flows).

The system ® above is under-determined and the Tangent Vector Az is non-unique, unless one further
constrains one of its elements. In the Ajjarapu-Christy [55] algorithm, the variable that moves the fastest

in the previous iteration is constrained. If AA is always constrained, then the reduced Tangent Vector
can be defined as
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Ax __ 007 00
AL ox 04

Note that 8@/8& is the vector of “participation factors” of the set of buses forming the Sink. In other

words, if the change in Net System Load represented by A4 moves by 1 MW, then 6®/04 denotes the
distribution of the 1 MW across the buses constituting the Sink.

Additionally, the sinks and source have distinctly different roles in the computations used to apply stress.
The sinks are considered parameters of the model while the sources are variables. Stress is applied by
incrementing the stress sinks and then solving the power flow problem to determine the variables.

The proposed CERTS-RTVSA algorithm uses a variation of the above method which is described below.

5.3.1.  Predictor & Corrector Equations and Algorithms

Predictor Equation:

oD

oz 0
0z e AZ=|—-———
eAz=1 e 1

where eit is a zero string with only i™ element equal to 1.

Corrector Equation:

Use Newton Raphson to solve ®(z) =0
Az, =0

(z-z0)tAz=s(Az'Az)

Predictor

sAz

Figure 4: Predictor and Corrector Steps

The main steps in the CERTS-RTVSA predictor algorithm are:

1. Solve the predictor equation and normalize the length of the composite predictor vector Az by

division by v Az'Az
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2. Select the step size length s based on the maximum values Ao,,, and AV, and the current
value of the step multiplier .

max ?

Select s so that smax {AV } = jAV, ., while smax {AS} < yAS,,, .

max ! max ?

or SMax{Ad} = yAS,,,. while smax{AV} <AV,

whatever is achieved first. Note that in both the predictor’ and the corrector* equation the i
index corresponds to the state that first reaches the maximum.

3. Scale the predictor vector Az by s so that Az* = SAz

4. Use Az* for solving the corrector equation
If the power flow for the corrector equation does not converge

a. Halve the step multiplier y

b. Do not update z
c. Goto Step 2

6. If power flow for the corrector equation does converge
a. Halve the step multiplier if (y is greater than .. & AA changes sign). Go to Step 2

b. Update z and Go to Step 1
7. Criteria for stopping

a. Stopif y islessthan y,_ ;. inStep5

b. Stopif AAchanges sign & y isless than y,;, in Step 6

The maximum value of the step size is a criterion for limiting the deviation in states between each
iteration. It is specified separately in per unit (pu) voltage and electrical degrees, AJ,,, and AV, and
has been selected as 0.08 radians (5 deg) and 0.05 pu based on engineering experience and
experiments. Additionally, the initial step multiplier » will be halved in the algorithm depending on

1. Whether the power flow is non-convergent

2. Whether y is greater than the specified minimum multiplier y, ;.

5.3.2. Criteria to Determine Proximity to PoC

1. Small Elements on the Diagonal of the Triangularized Power Flow Jacobian Matrix
2. Power Flow Jacobian Matrix Condition Number

3. Minimum Singular Value

Some of the disadvantages of the above criteria are that these do not capture the sudden changes of
power flow equations due to discrete events such as capacitor switching of handling reactive power
constraints on generators. It misses the PoC points where the power flow become inconsistent without a
singularity of the power flow Jacobian matrix due to discrete events mentioned above. In addition (2) & (3)
are also computationally expensive. Some of the problems outlined here that relate to difficulties in
determining the exact PoC are alleviated by the Direct Method, described next.
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5.4.Direct Methods to Calculate the Exact Bifurcation Point

The exact location of the PoC can be calculated by solving the following system:

F(x)+ D=0
J(X)R=0
RIR =1

where J(X) is the power flow Jacobian matrix and R is the right eigenvector corresponding to the zero

eigenvalue of J(X) . The loading direction D is exactly the same as the one used in the predictor-corrector
procedure.

To solve the above set of equations, it is important to select good initial guesses for unknown parameters
X, B, and R. For x and B, use the values produced by the predictor-corrector method nearby the PoC. For
R, a good initial guess would be the normalized increment of state variables AX nearby the bifurcation
point. An example is the difference between two successive iterations close to PoC, as given below.

X — X
R, ~——=, X —PoC
B T

This recommendation is based on the fact that the trajectory of the state variables tends to the right
eigenvector R in a small neighborhood of the PoC.

5.5. Hyperplanes at the Point of Collapse

To determine the approximating hyperplane, the left eigenvector L is needed. This vector is an orthogonal
vector with respect to the power flow feasibility boundary at the PoC in Figure 5. In order to calculate the
left eigenvector, an inverse iteration technique is recommended*®.

7\ @

det 1= 0

Figure 5: Left eigenvector of J(x)

13 The RTVSA code was implemented using Arnoldi algorithm
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The algorithm behind the inverse iteration method is as follows. Consider the linear system:
[‘Jt(x = Xpoc ) = Aia E] L=L

where J(X — Xp,c) is the power flow Jacobian matrix calculated near the PoC; 4, , is an estimate of an
eigenvalue; E is the identity matrix, and L, , and I:i are successive estimates of the left eigenvalue. It is

recommended to normalize vector L; at each iteration as follows:

In the vicinity of the PoC, the initial guess of A should be selected as zero, A, =0.
The inverse iteration method usually demonstrates quick convergence. The exception is the case with
closely located eigenvalues. Bad selection of the left eigenvector may slow down the iteration process.

The recommended initial choice is L, = D (loading direction).

The tangent hyperplane p = F(x) can be easily found by applying the following formula:

L'-[p—PoC]=0— p=F(x)

Note that:

= The approximating hyperplane is a tangent plane with respect to the load flow feasibility boundary if it
is smooth at the PoC.

= If the load flow feasibility boundary if it is convex, the entire tangent hyperplane lies outside the
boundary. This prevents the direct use of the tangent hyperplane as the approximating hyperplane
because of the overestimation of the actual margin — see Figure 6. Instead, a more conservative
approximation by secant hyperplanes is suggested.

= L is a perpendicular vector with respect to the hyperplane.

= The hyperplane is actually a (n — 1) subspace of the n-dimensional space F(x).

The following section describes the procedure to obtain an approximation of the power flow feasibility
region by secant approximating hyperplane. It is assumed that the procedure is performed in the space of

k parameters (nodal injections or descriptive parameters in the sequel) p = {p1, p.... px}, and that the
process is organized for a pair of parameters p; and p; that are varied while the rest are kept constant.
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Approgirmating
plane

~Tan nent
plane

Figure 6: Tangent and approximating hyperplanes

Effectively, this means that the power flow feasibility boundary is cut by a plane, and that we consider one
cut set (“slice”) at a time to build the entire approximation. The following in the hyperplane building
procedure:

1.

Suppose we determined the first point of collapse PoC;, the normalized left eigenvector L,
||L1|| =1, and the corresponding tangent hyperplane Ltl -(p—PoC,) =0 - see Figure 6.

The approximating hyperplane is obtained by parallel shifting the tangent hyperplane along vector
L; by the distance (d + m), there d and m is the user specified distances. Distance d regulates the

accuracy of approximation and the number of required hyperplanes, distance m introduces an
additional security margin. The approximating hyperplane equation becomes

L -(p—PoC)=d+m

Now we start moving along the intersection boundary and the cut set plane (p;,p;). As it will be
described below, this motion can be implemented as another type of the parameter continuation
procedure, where the intermediate points of collapse are available.

For each intermediate PoC, we will check the distance r to the tangent hyperplane determined at
PoC;. We are looking for a point PoC, where this distance is slightly les or equal to the user
specified distance d:

L (PoC, - PoC,)| g
Jul

Continue moving in the same direction checking the distance r from the tangent hyperplane to the
PoC,. We ate looking for the PoC; where

rz‘ , r~d

. |- (PoC,—PoC,)| g
Ju]

Calculate the new approximating hyperplane

d, r=d
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L, -(p—PoC,)=d +m

7. Repeat the procedure by continuing the motion along the slice and measuring the distance of the
hyperplane from the PoC;, and so on.

5.6. Stability Boundary Orbiting Procedure

This section of the document describes a procedure to orbit the static voltage stability boundary. The
procedure includes the following steps (illustrated in Figure 7 below):

o0 Finding the left eigenvector L — this step is repeated one time for the first point found on the
boundary that has been already found with the help of the parameter continuation method and
the direct method.

o0 Changing the stress direction to orbit the boundary.

o0 Predictor step of the orbiting direct method.
o Corrector step of the orbiting direct method.

The last three steps are repeated in the same sequence to follow the boundary.

“Slice” of the Stability
Boundary with two Orts
defining it

Direct Method to refine PoC and
Inverse lterations to find L

Parameter Continuation
Stressing Process

e

/ (b, p)) plane

| “Orbiting” (Direct Method
Continuation) Process

/ detJ(x)=0

Figure 7: Transition from Parameter Continuation to Orbiting
(1, o — Predictor and Corrector Steps of the Continuation Method,

Tp, Op — Predictor and Corrector Steps of the Orbiting Direct Method)

They are essential parts of the “sliced bread” procedure that has been described in Section 5.7, and have
been used along with the hyperplane building and approximation procedure. This procedure does not
account for sequential generator loading procedure (i.e. when the generators are loaded one by one
following a certain sequence); however, it can be incorporated in the parameter space concept described
in section 5.9 of this document.
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5.6.1. Finding the Left Eigenvector

In order to calculate the left eigenvector, it is recommended to use the inverse iteration technique as
described in section 5.5. The transposed direct method is suggested as an alternative approach.

Transposed Direct Method

The Transposed Direct Method can be applied as an alternative of the inverse iteration method. It
consists of solving the system (1) using the Newton-Raphson method.

Transposed Direct Method Equations [2*nbus+1+nPV +2*nbus+1+nPV+1]:

FD—trans (XD) =

P(O,V)-P,B +T,3, =0 - Active Power Balance [nbus]

Q(O,V)+Q,, +T,B,=0 - Reactive Power Balance [nbus]

AbGy =0 - Reference Bus Equation [1] 1)
AV,, =0 - PV Bus Equations [nPV]

J'(X)L=0 - Singularity Condition [2*nbus+1+nPV]

L'L=1 - Nonzero condition For the Left Eigenvector [1]

Transposed Direct Method Variables xp [2*nbus+1+nPV +2*nbus+1+nPV+1]:

0 - Voltage Phase Angles [nbus]

V - Voltage Magnitudes [nbus]

p, - Source Factors (Distributed Slack Bus Factors) [1]
Qp, - PV Bus Reactive Power Injections [nPV]

p, - Sink Factor (Stress Factor) [1]

L - Left Eigenvector [2*nbus+1+nPV]

(@)

Equation set (1) is very similar to the Direct Method equations set except that the last two equations in (1)
are written for the left eigenvector L instead of the right eigenvector R.

To

To

The recommended initial choice of L is again L, = (stress direction).

5.6.2. Changing the stress direction

We will use equation

F(X)+y-e+n-e =0
D(z) = J'(x)-L=0 3)
L'-L=1
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Where
F(x) =
P(O,V)-P,B +T,5,=0 - Active Power Balance [nbus]
QV)+Q,, +T,B8,=0 - Reactive Power Balance [nbus] 4)
Ab; =0 - Reference Bus Equation [1]
AV,, =0 - PV Bus Equations [nPV]

€ and €, are unit vectors spanning the “slice” plane (p;, pj) - see Figure 7,and Z =[X,L,y,7].

In (4), parameter B, is fixed, and two additional unknown parameters y and n are added. By varying y and
n, one can explore the entire plane (p;, P;) .

5.6.3.  Predictor step of the orbiting direct method

Set (3) has one unknown more than the number of equations. It can be used to organize the prediction-
correction process.

The predictor equation becomes:

J(X) 0 e €
AX F(x -e .e.
Il I 0 0 Brr-8+ie,
OX t AL | J (X)L )
______ R R LY/, Step
EI

where E, is the extended unit vector, and Step is the step size. Note that E. contains 2*nbus+1+nPV
+2*nbus+1+nPV+2 elements.

T,, T, —fixed and equal to the initial loading direction;

B. — fixed and equal to the value achieved by applying the direct method procedure;
X — variable, initially set equal to the values achieved by applying the direct method procedure;

L — variable, initially set equal to the vector obtained by the inverse iterations procedure or by the
transposed direct method; and

y, h — variables.

Equation (5) needs to be carried out only once for each predictor step.
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5.6.4.  Step Selection Procedure

To force the procedure around the boundary, one of the last two elements in E, (corresponding to either
e; or e)) must be fixed, and the remaining elements must be zeros.

Algorithm:

1. Find a unit vector that belongs to the “slice” (ei ) ej) and is orthogonal to L. This can be done by
solving the following system

Lt-(;~ei+5-ej):0
o+ - |

_ — -e
To solve (6a), let us express 77 from the first equation in (6a), 7 =—y - T L, and substitute it
-e

(62)

j

2
—2 2 '-e
into the second equation, (;/) +(7/) (Lt i ] =1. Therefore, (6a) has the following solution:
.e.
J

(6b)

where o ==1. Unit vector ,u=;_/-ei +5'ej gives a locally optimal orbiting direction of the

steady state stability boundary within the “slice” (g;,€;).

2. At the initial orbiting point PoC, (Figure 7), assume o =+1 and go to the next step. At the
subsequent steps, do the following.

o Assume o =+1.

o Find vector u :}_/-ei +5-ej for ;_/ and 5 determined using (6b).

o Find vector § =Ay-€ +Ar-€;using Ay and An determined at a previous predictor-
corrector step.

Mg

-l

o If cosé is negative, reverse signs of ]_/ and 5 (i.e. assume that o =—1).

0 Check the cosine of the angle 8 between vectors € and p, C0SH =

3. Set the last two elements in E, equal to 7_/ and 5 Set initial guesses Ay = Step-}_/ and
An = Step ﬁ
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The idea behind this step is as follows. The last equation in (5) is E (i)- Ay +E,(])-An = Step,
where E_ (i) and E,(]) are the last two elements in E, . Since they are equal to 7_/ and 5 we
have 7_/-A7/+5~A77 = Step . This condition will keep Ay and A7 close to the locally optimal

orbiting direction 1=y -¢, +77-€; as possible, and help to keep the step size closer to the one
selected by the User (Step). Parameter Step must be always positive.
5.6.5.  Corrector step of the orbiting direct method

The correction equation looks exactly as (5) with Step substituted by zero:

J(X) 0 e €
AX F(X)+yv-e +1-e
It 3 0 0 e 7848
OX t AL | J (X)L -
0 L0 0 A |” I'L-1
______ | Ang 0
Et

Equation (7) needs to be repeated until a convergence solution is obtained for each corrector step.
Vector E, should be the same as determined in the predictor step.

Note that after each predictor-corrector step, we get a point of the power flow feasibility boundary and the
left eigenvector - that is all what is needed for the hyperplane approximation (section 5.5) and the “slice
bread” procedure described in the next section.

The corrector step of the orbiting direct method may not converge for various reasons, for example,
singularities of the stability boundary shape along the slice. In this case, the VSA algorithms are repeated
starting from the Continuation Method (section 5.3) for a new stress direction predicted at the last iteration
of the orbiting procedure.

5.6.6. Calculating %[J‘(X)L]

0
Calculating the matrix G_[J ! (x) L] can be done using the Hessian matrices (described in Appendix A) -
X

second derivatives of the mismatch function F(x). This is what is recommended for the vendor’s
implementation. To minimize the programming effort to build the prototype tool, approximate expressions
can be applied as described below. However, they are more complicated and require more computational
effort.

Function F(x) can be represented as its Taylor series:
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F(x+9R) = F(x)+,93(x)R+%W2(9R,,9R)+%w3(,9R,9R,9R)+...

©®)
F(x—9R) = F(x)— 3J ()R +%w2(9R,9R)—%wg(gR,gR,sR)+...

Where W, (9R, 9R) and W, (IR, IR, 9R) are the second- and third-order terms of the expansion. It is
obvious that W, (9R, IR) =W, (—9R,-9R), W,(IR,9R) =W, (R,R),
W, (IR, IR, 9R) = -W, (-IR,—9R,—9R), and that W, (IR, IR, IR) = $W,(R,R,R).

By subtracting equations in (8),

3
F(x+3R)—F(X—SR):23J(X)R+%W3(R,R,R)+... 9)
and
1 $
J(X)R :E[F(XA-SR)— F(X—SR)]—?W3(R, R,R)+... (10)

Finally, by differentiating (10), one can get

0
&[\] (X)R] =

1

E[J(X+8R)—J(X—9R)]+02(9) (11)

By substituting R by ey, where ey is a unit vector,

d 1
00 e]= 2D (x+ Je) - I (x=,)] %, >0 (12)
Now,
L L[I(x+%,)-J(x—%,)] e 0= 124
E (X+ k)_ (X_ k)’ y > U= &{ (X)'ek}
:Q{L‘-J(x)-ek}:g{[ﬂ-J(x)]-ek}
OX OX (13)

= LR awl= -

t a t
:ek&[J (x)-L]

0 0
Row vector €, a—[Jt(X)- L] is the k-th row of the matrix a—[Jt(X)- L]. Therefore, to calculate
X X

0
a—[J Y(x)- L], one need to apply (13) to get each its row k.
X
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5.7.“Sliced Bread” Approach

The proposed “sliced bread” approach helps to explore the entire power flow feasibility boundary in the
descriptor space and approximate it by a reasonable number of hyperplanes.

5.7.1. “Sliced Bread” Procedure in Descriptor Space

The “slice” is a cut set of the boundary obtained by varying a pair of descriptor parameters d; and d; while
the rest of the parameters remain constant. The released parameters form a cut set plane. These
parameters may be limited by some limits:

dimin < di < dimax

min max (1)
d™ <d; <d,

Also, within the slice, the power flow feasibility boundary could be closed (Figure 8) or open (Figure 9).
Each slice is traced and approximated using the algorithm described above. The possible criteria to stop
tracing the slice is are as follow:

e Acceptable distance D between the last approximating hyperplane and the first PoC in the “slice”;
for instance, in Figure 8, this condition is

PoC

First “slice”,
at d, = d, max

dy

Figure 8: "Sliced bread" algorithm for the closed boundary

A — First “slice” is finished due to the “round trip” condition
A-B — Transition from the first to the second “slice”
C —Second “slice” is finished due to acceptable distance between the tangent hyperplane
calculated at C and PoCg
D — No more slices because pi reaches pymin

. |- (PoC, — PoC,)| g

D, r=D
M

where L is the left eigenvector, and/or
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The “round trip” condition based on the analysis of the projections of the left eigenvectors L on
the cut set plane. These projections form certain angles with the coordinate axes, for instance,

with ;:

= arccos ﬁ ¥
" I

E.g., for Figure 8, this angle changes from its initial value about — 90° to its next value — 50°, then
to + 40°, and so on. When this angle makes a full circle so that it passes again — 90°, this can be
used as a criterion to stop tracing this particular slice.

Cases when one of the descriptor parameters reaches its maximum or minimum value (points A
and B in Figure 9).

k max

in Figure 8 and Figure 9. When the “slice” is finished, the procedure goes to the next slide. For this
purpose, one of the fixed parameters is temporarily released (e.g., di in Figure 8 and Figure 9), while one
of the free parameters is temporarily fixed (e.g., dj). The transition is implemented with the help of the
same procedure that was used to approximate the “slice”. The transition process ends when all fixed
parameters reach their minimum values.

PoC, First “slice” at
d,=d, max

Figure 9: "Slice bread" algorithm for the open boundary

A —First “slice” is finished because d; = djnax
B — Second “slice” is finished because d; = djnin
C — Procedure stops because di = dgmin

5.7.2.  The Algorithm in the Descriptor Space

Ea A

Calculate the base case pointin X , P and D, that is Xq, po and do.

Specify an initial stress direction in D, Ad, using inverse mapping Ap, = Tdir = Vector™(Ady).
Specify the first slice (d;, d;) in D.

Map the slice into P, (pi, p;) = (e;, &) = Plane™ (d;, d)
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Perform the parameter continuation method and direct method to determine PoC, in X and P.
Find the left eigenvector Lo and hyperplane Hg.

Map PoC,, Lo and Hg back into D : PoCyp = Point(PoCqp), Lop = Vector(Lop), and Hyp =
Plane(Hop).

Initiate the Boundary Orbiting Procedure step along the slice (e;, ) in P.

If the BOM step diverges, repeat the parameter continuation method and direct method to
determine PoC, in X and P. Find the left eigenvector L, and hyperplane H;. Go to 10.

Otherwise, determine PoC, in X and P as a result of the BOM step. Find the left eigenvector L,
and hyperplane H;.

Map PoC, , L; and H; back into D, PoC;p = Point(PoCp) , Lip = Vector(Lp), and Hip =
Plane(H1p).

Check the slice stop tracing criteria as described in Section 5.7.1. Go to the next slice in D and
start from Step 1.

Otherwise map the (d;, d)) into P again at the new point, (p;, p;) = (e, &) = Plane™ (d;, dy).

5.8. Minimum Set of Hyperplanes

The objective of obtaining the minimum set of hyperplanes is to test the performance and accuracy of the
proposed VSA technology, which includes the following steps:

Selection of critical loading directions for a selected problem area

Performance of the predictor-corrector loading procedure

Calculation of the points of collapse and tangent hyperplanes

Calculation of the approximating hyperplanes (secant hyperplanes)

Evaluate the accuracy of approximation using the proposed approach and accuracy metric
Decide on whether the proposed selection of loading directions is adequate to the study areas

5.8.1.  Procedure for Determining the Minimum Set of Hyperplanes

The following steps describe the procedure to determine the minimum set of hyperplanes:

AwdPE

Perform the predictor-corrector procedure for each selected loading direction — Sections 5.3.
Determine the Points of Collapse (PoC) - Section 5.4.
Apply inverse iterations method to calculate the left eigenvector L at the PoC — Section 5.5.

Calculate the tangent and secant hyperplanes — Section 5.5